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Abstract

In order to increase the efficiency of the welding process and improve the productivity, it is necessary to develop 
a fault diagnosis system to monitor the state of the welding gun. In this paper, we propose an aging monitoring and 
fault diagnosis system for robot welding guns using multi-layer neural network models. In the proposed method, the 
fault diagnosis of the robot welding gun is performed using the data obtained from the inspection apparatus as the 
input value of the multi-layer neural network models. We confirmed the accuracy of the system’s fault diagnosis by 
conducting a simulation using the test data of the current, pressure, flow time, and pollution. In addition, it was 
confirmed that fault diagnosis can be accurately performed even for a simulation using test data considering noise.

요  약

용접 공정의 효율을 높이고 생산성을 향상시키기 위해서는 용접건의 상태를 모니터링 할 수 있는 고장 진

단 시스템의 개발이 필요하다. 본 논문에서는 심층 신경회로망 모델을 이용한 로봇 용접건 노후화 모니터링 

및 고장 진단 시스템을 제안한다. 제안된 방법에서는 검사 장치에서 획득한 데이터를 심층 신경회로망의 입력 

값으로 사용하여 로봇 용접건의 고장 진단을 수행하였다. 고장 진단 시스템의 정확도를 확인하기 위해 전류,
가압력, 통전시간 및 오염도 데이터를 사용하여 시뮬레이션을 진행하였고, 이로부터 시스템의 고장진단의 정확

도를 확인하였다. 또한 노이즈를 고려한 테스트 데이터를 사용한 시뮬레이션에서도 고장 진단을 정확하게 수

행하는 것을 확인하였다.
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Ⅰ. Introduction

Until now, the welding gun tip of a welding robot 
has been replaced when the tip draining test (auto tip 
dressing, ATD) has been performed 20 times. 
However, to increase the efficiency of the welding 
process and improve productivity, it is absolutely 
required to develop a fault diagnosis system that can 
automatically predict the state of the welding gun of 
the welding robot or diagnose faults[1].

Many methods have been proposed to address 
system fault detection, isolation, and/or compensation 
problems. Fault detection and isolation (FDI) methods 
can be categorized into model-based methods and 
model-free (or nonparametric) approaches[2]. Neural 
networks (NNs) have proven to be a promising 
approach for intelligent systems. NNs have been 
trained to perform complex functions in various fields 
such as pattern recognition, identification, and 
classification[3]-[7]. The ability to learn complex 
nonlinear input–output relationships, the use of 
sequential training procedures, and their adaptability to 
data are three outstanding characteristics of NNs. 
Some popular models of NNs have demonstrated 

associative memory and the ability to learn[8]-[12]. To 
enable an NN to efficiently perform a specific 
classification/clustering task, the learning process 
updates the network architecture and modifies the 
weights between neurons. In recent years, neural 
network (NN) models have also been studied to 
address FDI[13]-[18]. Some advantages of employing 
an NN model for fault diagnosis applications include 
the fact that the system can be efficiently 
approximated by nonlinear functions, and the system 
parameters can be updated by adaptive learning and 
parallel processing.

This paper proposes a robotic welding gun aging 
monitoring and fault diagnosis system using data 
obtained from a testing device using the multi-layer 
neural network models, which is used and has high 
performance among NN models. 

The performance of the proposed method was 
verified through simulation results using data obtained 
from the AWIS (Auto Welder Inspection System) 
welding equipment inspection system as shown in 
Figs. 1 and 2. The data sets were used for the input 
value of the multi-layer neural network models.

Fig. 1. AWIS schematic



Journal of KIIT. Vol. 17, No. 8, pp. 49-57, Aug. 31, 2019. pISSN 1598-8619, eISSN 2093-7571 51

Fig. 2. AWIS operation process

Fig. 3. Proposed robot welding gun monitoring system

Ⅱ. Proposed fault diagnosis method

2.1 Multi-layer neural network model-based

monitoring system

As shown in Fig. 3, the proposed robot welding 
gun monitoring system uses the amount of current, 
pressure, flow time, and pollution by the welding 
equipment inspection apparatus as the input of each  
multi-layer neural network (MNN) model modules. 
The failure diagnosis is performed by measuring the 
progress of aging of the welding gun and output in 
five states: normal, caution (lower limit), caution 
(upper limit), warning (lower limit), and warning 
(upper limit). The coordinator changes the state of the 
upper and lower limit to one state when the result of 
the module is caution (upper-lower limit) and fault 
(upper-lower limit). In other words, if the result of the 
module is fault (upper-lower limit), the output state is 
fault. When the result of the module is normal, the 
output state is normal. 

Fig. 4. Structure of the deep multi-layer neural network
model

2.2 Multi-layer neural network model

The multi-layer perceptron model implemented in 
this study is shown in Fig. 4. The cross-entropy 
model, which is one of the loss function methods, is 
used to verify the classification performance of the 
model. The definition of the cross-entropy error is 
given by equation (1). 

    log
            (1)
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where,  is given as a one-hot vector as the label 

value.   is the output value of the layer. The cross 
entropy is used as the loss function in the equation of 

   in Eq. (2) and (3).

Optimization is the process of finding a parameter 

that minimizes the value of the loss function. In this 

work, the weight update process is performed using 

the RMSprop optimization function.

RMSprop is a gradient-based optimization algorithm 

that takes a moving average into exponentially 

decreasing weights of previous step gradient squares 

and computes the learning rate to be inversely 

proportional to the square root of this value. This is 

shown in equations (2) and (3) [19][20].

     
          (2) 

∆    


 

                 (3)

where   is the decaying factor and   is the learning 
rate.    is the present gradient and is calculated as 
the exponential average sum of past gradient and 

gradient variations.    is  

  . In the 

MNN model, the neuron adds the bias to the 
weighted sum of the input and weight values and then 
determines the output value by the activation function. 

The rectified linear unit ReLU function, which is 
the most frequently used activation function, is used 
for the two hidden layers. The ReLU function enables 
simple calculation of the derivative and has the 
advantage of fast learning speed. The ReLU function 
is shown in equation (4) [21].

   ，   
  ≥ 

                       (4)

where   is the output value of the n-th node. The 

graph of equation (4) is shown in Fig 5.  

Fig. 5. Graph of ReLU function

The Softmax function is used for the output layer. 

Softmax is used to transform the class classification 

problem, that is, the output from the previous layer, 

into the probability of each state when solving the 

state classification problem. The exponent (exp) is 

taken for each output and divided by the 

normalization constant so that the sum is 1. as shown 

in equation (5) and (6)[22][23].

  


                              (5)

 


  



exp 

exp                 (6) 

In equation (5),  is the output value that is input 

from the node of the previous layer to the node of 

the next layer.   is the index of the node of the 

previous layer, and   is the index of the node of the 

next layer. In equation (6),  is the output layer of 

node. and   and  are the input value input to 

nodes of the   and l-th output layers, respectively.

Ⅲ. Simulation and results

The simulation environment was implemented using 

Python 3.5 and the Keras library on Linux OS. The 

MNN model used in the experiment consists of an 

input layer, two hidden layers, and an output layer. 
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The input layer consists of 10 nodes, the two hidden 

layers consist of 32 nodes, and the output layer 

consists of 5 nodes. However, the module with input 

of pollution consists of 3 nodes as the output layer. 

The reason for this is that the current, pressure and 

flow time are diagnosed in 5 states, pollution is 

diagnosed in 3 states. The activation function ReLU 

was used for optimization in the two hidden layers. 

The learning rate used in learning was 0.001 and the 

decaying factor was 0.9.

The inputs were simulated by using the amount of 

current, pressure, flow time, and pollution obtained 

from the test equipment as inputs to MNN modules 1, 

2, 3, and 4, respectively. The training data used in 

the simulation included the amount of current, 

pressure, flow time, and pollution. Each dataset 

consists of 10 samples. In the learning stage, the data 

of 40 dataset were used for the current, pressure, and 

flow time. Whereas the pollution was used 24 dataset.

In Figs. 6-8, the test data of current, pressure and 

flow time were tested with normal, caution (lower 

limit), caution (upper limit), fault (lower limit), and 

fault (upper limit) state. In Fig. 9, the test data of the 

pollution were tested with normal, caution, and fault 

state.

Fig. 6. Current test data

Fig. 7. Pressure test data

Fig. 8. Flow time test data

Fig. 9. Pollution test data

Tables 1–4 show the test results for the test data. 
When generating the result from the module, if the 
result of the module is normal in the coordinator, the 
output is the normal state, the output state is Caution 
for results caution (lower limit) and caution (upper 
limit), and Fault for results fault (lower limit) and 
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fault (upper limit). Because there are only 3 pollution 
states, the result of the module in the coordinator 
becomes the output of the coordinator as is.

The results of the determination of the state of the 

welding gun show that all the test data exhibited high 

accuracy and that the state value of the welding gun 

was accurately determined even at the output part of 

the coordinator.

Table 1. Current classification results

No
Classification results

Normal
Caution
(lower)

Caution
(upper)

Fault
(lower)

Fault
(upper)

Coordinator
result

1 90.4% 8.4% 1.1% 0.0...3% 0.0...2% Normal
2 3.4% 95.9% 0.0...3% 0.6% 0.0...4%

Caution
3 1% 0.0...3% 87.4% 0.0...3% 11.5%
4 0.0...1% 2.5% 0.0...1% 97.4% 0.0...5%

Fault
5 0.0...8 0.0...1% 5.4% 0.0...1% 94.5%

Table 2. Pressure classification results

No
Classification results

Normal
Caution
(lower)

Caution
(upper)

Fault
(lower)

Fault
(upper)

Coordinator
result

1 99.9% 0.031% 0.045% 0.0...7% 0.0...4% Normal
2 0.12% 99.8% 0.0...1% 0.014% 0.0...1%

Caution
3 0.039% 0.0...2% 98.9% 0.0...1% 1%
4 0.0...5% 0.017% 0.0...7% 99.9% 0.0...1%

Fault
5 0.0...2% 0.0...4% 0.15% 0% 99.8%

Table 3. Flow time classification results 

No
Classification results

Normal
Caution
(lower)

Caution
(upper)

Fault
(lower)

Fault
(upper)

Coordinator
result

1 99.9% 0.06% 0.011% 0.0...2% 0.0...1% Normal
2 0.061% 99.8% 0.0...1% 0.039% 0.0...6%

Caution
3 0.11% 0.0...4% 99.8% 0.0...1% 0.079%
4 0.0...1% 0.032% 0.0...9% 99.9% 0%

Fault
5 0.0...2% 0.0...3% 0.0...4% 0% 99.9%

Table 4. Pollution classification results 

No
Classification results

Normal Caution Fault Coordinator result
1 99.9% 0.002% 0.0...5% Normal
2 0.0...2% 99.9% 0.0...2% Caution
4 0.0...8% 0.0006% 99.99% Fault

Figs. 10–12 show test data randomly considering a 

noise value of 1~3% in the dataset of the previous 

Figs. 6–8. Because the dataset of the pollution is not 

considerably influenced by noise, the dataset of the 

pollution was not used in this simulation. 

Fig. 10. Current test data considering noise

Fig. 11. Pressure test data considering noise

Fig. 12. Flow time test data considering noise
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The simulation were carried out under the same 

state except for noise. The results of the simulation 

are shown in Tables 5–7.

Table 5. Classification results at the current test data

No
Classification results

Normal Caution(lower)
Caution
(upper)

Fault
(lower)

Fault
(upper)

Coordinator
result

1 89.3% 4.04% 6.5% 0.0...9% 0.0...% Normal
2 2.11% 95.7% 0.0...4% 2.16% 0.0...8%

Caution
3 1.9% 0.0...3% 82.9% 0.0...2% 15.06%
4 0.0...9% 1.4% 0.0...4% 98.5% 0.0...5%

Fault
5 0.0...5% 0.0...5% 10.7% 0.0...4% 89.2%

Table 6. Classification results at the pressure test data
considering noise

No
Classification results

Normal Caution(lower)
Caution
(upper)

Fault
(lower)

Fault
(upper)

Coordinator
result

1 98.8% 0.23 0.12% 0.0...8% 0.0...4% Normal
2 0.26% 99.7% 0.0...2% 0.012% 0.0...4%

Caution
3 0.056% 0.0...9 98.7% 0.0...2% 1.2%
4 0.0...9% 0.014 0.0...1% 99.9% 0.0...2%

Fault
5 0.0...3% 0.0...1 0.4% 0% 99.5%

Table 7. Classification results at the flow time test data
considering noise

No
Classification results

Normal Caution(lower)
Caution
(upper)

Fault
(lower)

Fault
(upper)

Coordinator
result

1 99.8% 0.1% 0.085% 0.0...1% 0.0...8% Normal
2 0.029% 99.6% 0.0...1% 0.32% 0.0...1%

Caution
3 0.38% 0.0...1% 99% 0.0...7% 0.5%
4 0.0...2% 0.073% 0.0...5% 99.9% 0.0...4%

Fault
5 0.0...1% 0.0...2% 0.16% 0% 99.8%

Simulation results show that the test dataset not 
considering noise yield approximately 1% to 5% more 
accurate results than the test dataset considering noise. 
However, the accuracy is still high for the noisy test 
dataset. It can be seen that the pressure and the flow 
time have little influence on the accuracy of 
discrimination between the test data considering noise 
and test data not considering noise. Therefore, even if 
noise is generated in the measured data, the 

monitoring system will be able to accurately determine 
the state of the welding gun.

Ⅳ. Conclusions

In this paper, we propose an aging monitoring and 
fault diagnosis system for robot welding guns using an 
MNN model. In the proposed method, the failure 
diagnosis of the robot welding gun was performed 
using the data obtained from the inspection apparatus 
as the input values of the multi-layer neural network 
models. Simulation results show that it is possible to 
determine the state with high accuracy from the data 
of current, pressure, flow time, and pollution from the 
inspection apparatus in the welding gun. It was 
confirmed that the data of current, pressure, flow time, 
and pollution in consideration of noise can be 
discriminated without any problem.

It is expected that the proposed monitoring system 
will be useful for maintenance of equipment because 
it can predict the failure of a welding gun by 
verifying and supplementing the performance through 
the application in a production line.
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