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Abstract

Large-scale rating data is required to recommend movies suitable for users on media platforms. However, since not 
all users can watch all movies and provide ratings, rating data is inherently sparse and acts as a major factor in the 
performance degradation of the recommender system. Previous studies have attempted to improve the recommendation 
performance by complementarily utilizing a user's profile information, reviews, and movie metadata to alleviate such 
data sparsity. However, existing research approaches have fundamental limitations in terms of data collection in that it 
is often difficult to obtain user profiles corresponding to personal information, and data written with ratings and 
reviews at the same time is even rarer. Therefore, this study proposes a BERT-More movie recommender system that 
can predict a high level of ratings by using only rating data, review data, and movie metadata written by different 
users to overcome the difficulty of collecting data. This model focuses on improving the performance of 
recommendations by effectively utilizing more accessible data.

요  약

미디어 플랫폼에서 이용자들에게 적합한 영화를 추천하기 위해서는 대규모의 평점 데이터가 필요하다. 그러

나 모든 이용자가 모든 영화를 시청하고 평점을 제공할 수는 없기 때문에, 평점 데이터는 본질적으로 희소성

을 가지며 이는 추천시스템 성능 저하의 주요 요인으로 작용한다. 선행 연구들은 이러한 데이터 희소성을 완

화하기 위해 이용자의 프로필 정보, 댓글, 그리고 영화의 메타데이터를 보완적으로 활용하여 추천 성능을 개선

하고자 시도하였다. 그러나 개인정보에 해당하는 이용자 프로필은 확보가 어려운 경우가 많으며, 평점과 댓글

이 동시에 작성된 데이터는 더욱 드물다는 점에서 기존 연구의 접근법은 데이터 확보 측면에서 근본적인 한계

를 가진다. 이에 본 연구는 데이터 확보의 어려움을 극복하고자, 서로 다른 이용자가 작성한 평점, 댓글, 그리

고 영화 메타데이터만을 활용하여 높은 수준의 평점 예측이 가능한 BERT-More 영화 추천시스템을 제안한다.
본 모델은 보다 접근 가능한 데이터를 효과적으로 활용함으로써 추천 성능을 향상시키는 데 중점을 둔다.
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Ⅰ. Introduction

The advent of online streaming platforms and 
diverse digital media services has liberated users from 
fixed times and locations, allowing them to easily 
access a vast array of content [1]. However, the 
proliferation of media platforms has also led to a 
surge in content production, making it challenging for 
users to consume content efficiently [2]. In this 
context of information overload, recommender systems, 
which utilize users’ preferences to provide personalized 
content recommendations, have become increasingly 
important [3].

Collaborative filtering performed well based on the 
similarity between items or users [4]. However, in 
actual online platform environments, the performance 
of collaborative filtering is limited and the application 
of recommender systems is often difficult due to the 
problem of deteriorating the performance of 
recommender systems due to data sparsity [5].

To address the issue of performance degradation of 
recommender systems due to the sparsity of 
user-movie rating data, a rating prediction model 
including reviews of movies or metadata including 
directors, actors, and plotlines of movies has been 
proposed [6]. However, in a real media environment, 
platform users are reluctant to provide their 
information [7], and only a few users write both 

reviews and ratings in the movie domain [8]. The 
models presented in previous studies have limitations 
in securing data. Therefore, this study proposes 
BERT-More, a recommender system that can be 
applied to real-world situations that do not utilize data 
that is difficult to obtain for model learning.

      
Ⅱ. Related Work

2.1 BERT-CF

In the case of Item Based CF (IBCF), the existing 
CF model predicted the rating by using several 
methods (such as Cosine Similarity, Euclidean 
Distance, Jaccard Similarity, etc) to calculate the 
similarity of rating data after constructing a matrix 
with Movie-ID as rows, User-ID as columns, and 
rating as values. Hoang proposed a model applying 
the existing CF [5]. The CF model using BERT 
(BERT-CF) converts a user's profile and movie 
information into vectors through BERT, and then 
calculates the similarity by using the embedding of 
movie metadata and a user's profile instead of the 
Movie-ID and User-ID location in the movie-user 
matrix. Figure 1 outlines the framework of the 
BERT-CF model, highlighting the key processes 
involved.

Fig. 1. CF using BERT embedding model calculation example
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2.2 BERT-MF

Similar to BERT-CF, BERT-Matrix Factorization 
(BERT-MF) utilizes embeddings of metadata [9]. 
Conventional MF calculates user preferences and item 
features as an inner product of vectors using latent 
features of users and items.

The initial value of the latent vector in MF is 
randomly initialized using Gaussian distribution and 
trained to gradually approach the actual rating during 
the learning process [10]. Figure 2 depicts the 
fundamental workflow of the BERT-MF model. 
BERT-MF also utilizes the Stochastic Gradient Descent 
(SGD), but for each item, the model further learns the 
additional information of the item by designating the 
pre-trained embedding vector as the initial latent 
vector.

Fig. 2. Examples of metadata embedding integration methods

2.3 BERT-HoRS

Figure 3 illustrates the operational mechanism of 
BERT-HoRS in detail. Recently, unlike the 
recommender system using metadata of users or items, 
BERT-HoRS, a model applied to a recommender 
system using data from users who wrote both ratings 
and reviews, has been proposed [11]. This is because 
if the data of users who have left two or more 
explicit preferences for one item is abundant, the data 
sparsity problem of that item can be alleviated [12].

BERT-HoRS converts User-ID and Hotel-ID into a 
Dense Vector through a User-Hotel Interaction 
Extractor. The above two vectors are vectors that 
explain the relationship between the user and the 
hotel, and are used as inputs for the Self-Attention 
Layer by concatenating the two vectors to minimize 
information loss, and finally, a vector reflecting the 
user's preference for the item is extracted. 

The BERT-based ranking evaluation model and 
rating prediction model that have been proposed have 
two limitations. First, they failed to utilize all the data 
available for model training. BERT-CF [5] and 
BERT-MF [9] used only rating data and metadata, and 
BERT-HoRS used rating data and review data [11]. 

Fig. 3. BERT-HoRS model architecture
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According to previous studies, models utilizing 
review or metadata were effective in alleviating the 
data sparsity of rating data, but they were not 
effective in predicting ratings.

Second, a model using review data and user profile 
that are difficult to obtain was proposed. It is very 
difficult to collect data in which a user has written 
both ratings and reviews for the same movie. 

Table 1 shows the type of the MovieLens Dataset. 
Movie Lense dataset is one of the most widely used 
data, the dataset containing the most rating data has a 
data acquisition rate of only 6% [13]. In addition, 
Leaving a comment requires more effort and time [14] 
compared to rating, which only requires users to click 
the "like" button. The data acquisition rate is only 6% 
when a user has both rated and written a review for 
a movie.

Table 1. MovieLens data sparsity problem

Dataset Sparsity level (%)

ML-100k  ＊


 

ML-1M  ＊


 

ML-10M  ＊


 

ML-20M  ＊


 

Ⅲ. Proposed Model

3.1 BERT-More

To overcome the limitations of existing models, 
BERT-More concatenates the User-ID, Movie-ID, the 
average rating given by each user, and the average 
rating received by each movie for use. When 
calculating the user similarity in cosine similarity-based 
CF, incorporating the average rating provides better 
insight into each user's pattern while accounting rating 
deviation [15]. This is particularly advantageous when 

dealing with user groups with various rating tendencies 
and contributes to enhancing the accuracy and 
prediction stability of the model.

The BERT-More model converts sentiment scores 
into consecutive values between 0 and 1 to utilize 
reviews written by different users. BERT is used in 
this process, and the sentiment score is information 
that additionally explains each movie. Previous studies 
on sentiment analysis [16] have mainly used a method 
of evaluating sentiment scores on a 5-point scale. In 
this study, although the sentiment score affects the 
prediction process of the model, a relatively low 
weight is given compared to the rating data. This 
ensures that the influence of sentiment scores is more 
constrained compared to rating data since reviews are 
written by different users, unlike ratings, which are 
directly assigned by a specific user to a movie. In 
fact, in previous studies, for more accurate rating 
prediction, the importance of the actual rating given 
by the user was reflected by normalizing the sentiment 
score or adjusting the score interval [17].

 According to previous studies, actors actors have 
been recognized as one of the key attributes of 
movies [18]. In several recommender system studies, 
actor as an attribute is classified as a major factor 
that accurately reflects the user's interests when 
analyzing reviews. Additionally, individually computing 
the similarity between each attribute and the user has 
been shown to be effective in enhancing 
recommendation accuracy [19].

As a result, the movie recommendation model 
demonstrated the potential for providing more 
customized recommendations by considering not only 
the overall rating or sentiment score for a movie but 
also the user's preference for specific attributes. 
Therefore, in this study, easily accessible movie 
metadata was also utilized for rating prediction.

The BERT-More model proposed in this study aims 
to improve the accuracy of movie rating prediction by 
utilizing as much User-movie data as available. 
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Previous studies adopted a method of combining 
multiple input vectors into one integrated vector using 
a vector combination method when combine different 
types of data. 

This vector combination method was designed so 
that useful information was not lost while combining 
different types of data, which has the advantage of 
maximizing the performance of the predictive model 
[20]. This study also adopted an approach that 
concatenate data from different sources, combining 
various types of data into one vector, and then 
training the model on it.

Figure 4 is the structure of the BERT-More model 
proposed in this study. This model used a 
BERT-based regression model to process text data and 
solve prediction problems. The model used 
BERT-base-uncased, which is a pre-trained model 
consisting of 12 Transformer layers and 768 hidden 
units per layer. Compared to BERT-large, BERT-base 
has fewer hidden layers and hidden units, so the 
inference speed is faster and the performance is better 
than BERT-small [21]. BERT can process up to 512 
tokens, but for BERT-More, the maximum sequence 
was limited to 128 and the batch size was set to 32, 

increasing the learning speed and memory efficiency. 
The learning rate of BERT-base was originally 5e-5, 
but the learning rate was set to 2e-5 to ensure stable 
learning. In order to prevent overfitting, the dropout 
rate was set to 0.3 [22]. AdamW was used as an 
optimizer. AdamW is effective in preventing overfitting 
by independently applying weight decay as a variant 
of Adam optimizer [23]. Model training was 
conducted with a total of 3 epochs.

Ⅳ. Experiment

4.1 Data

The data used in this study are the MovieLens 
dataset and the Rotten Tomatoes dataset. In the data 
preprocessing process, users who had watched at least 
25 movies and movies that were watched at least 25 
times were selected and used. This is because 25 or 
more samples can be statistically considered as 
significant [24]. By applying this criterion, essential 
data for model training were secured while 
maintaining data quality.

Fig. 4. BERT-More model architecture
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The data used in this study consist of 609 users, 
618 movies, and 40,134 ratings, consisting of a sparse 
matrix in which about 90% are empty cells. This 
indicates that user-movie interactions is concentrated 
on specific movie, because there are many movie with 
no rating. The review data utilized in the experiment 
were sourced from Rotten Tomatoes, consisted of 
sentence-level reviews evaluated by movie critics for a 
particular movies. Additionally, metadata, including the 
movie title, director, genre, and actor, was also 
incorporated. In this study, the rating of a specific 
movie, the sentiment score derived from its review, 
and the movie metadata were concatenated into a 
single sentence. Table 2 presents an example of the 
experimental data. The model was then trained using 
concatenated sentence data comprising movie ratings.

Table 2. Experiment data example

Data types Data example
Movie title Inception
Director Christopher Nolan
Genre Science Fiction, Thriller
Actor Leonardo Dicaprio
Ratings 4.5

Review
An emotionally resonant performance
with a compelling storyline, masterfully
executed

Sentiment
score

0.8

Concatenated
senctence

Rating: 4.5, Inception, directed by
Christopher Nolan, is a Science
Fiction and Thriller movie starring
Leonardo DiCaprio. Review: An
emotionally resonant performance with
a compelling storyline, masterfully
executed. Sentiment Score: 0.8

4.2 Data sparsity experiment

This study aimed to utilize additional data to 
mitigate data sparsity and improve the accuracy of 
rating prediction. The total number of user and movie 
rating data obtained for rating prediction was 40,134, 
and the performance of the model was evaluated by 

gradually increasing the number of data. Specifically, 
the size of the dataset was increased in increments of 
5,000 up to a maximum of 40,134. A total of eight 
experiments were conducted to assess whether the 
model could maintain stable performance even in a 
sparse data environment.  

Table 3 presents a sparsity level similar to that of 
the MovieLens rating data. As shown in Table 1, the 
MovieLens dataset comprises multiple subsets with 
rating data accounting for approximately 1% and 6% 
of the total data. In this study, datasets with varying 
sparsity levels, ranging from approximately 1% to 9%, 
were constructed, and model performance was 
compared across different sparsity conditions.. 

Table 3. Experiment data sparsity

Dataset Sparsity level (%)

5,000  ＊


 

10,000  ＊


 

15,000  ＊


 

20,000  ＊


 

25,000  ＊


 

30,000  ＊


 

35,000  ＊


 

40,134  ＊


 

4.3 Model stability experiment

Considering that the characteristics of the dataset 
differ partially from those used in existing CF or MF 
methods, this study examined whether the use of 
BERT embeddings has a significant effect on the 
dataset. The performance of the BERT-applied models 
(BERT-CF, BERT-MF) was compared with that of 
traditional collaborative filtering models (Conv-CF, 
Conv-MF). 
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BERT-HoRS demonstrated excellent performance 
when using ratings and review data written by the 
same user, but was included in the experiment to 
evaluate the performance on review data written by 
different users. In the case of BERT-More, if only the 
rating data is used, the detailed performance difference 
were analyzed by dividing it into the case of using a 
combination of ratings and sentiment scores, ratings 
and metadata, and ratings and sentiment scores. In 
addition, in this study, a random sampling technique 
was employed to measure the performance of the 
model after repeatedly separating the training data and 
evaluation data from the same dataset. This is because 
the random sampling technique ensures the consistent 
performance of the model and enhances the evaluation 
of the generalization ability more accurately by 
preventing the model from overfitting to specific data 
[25]. It is imperative to conduct additional trials to 
augment the dataset, as the imbalance in the case of 
rating data is pronounced [26], and the model's 
performance is contingent on the data cluster. 
Consequently, the entire dataset was randomly split 
into training data (75%) and evaluation data (25%), 
and this process was repeated five times.

4.4 Data sparsity experiment results

Conv-CF and Conv-MF refer to conventional CF 
and MF respectively. In the experiment, BERT-More 
was categorized into four variations: BERT-More 
(rating) when only rating data was used, BERT-More 
(r+s) when ratings and reviews were used, 
BERT-More (r+m) when ratings and metadata were 
used, and BERT-More (r+s+m) when all available data 
were utilized.

Figures 5 and 6 present graphs depicting MSE as a 
function of data size, where the x-axis represents data 
size and the y-axis represents MSE. Table 4 provides 
the MSE values corresponding to different data sizes 
for each model. Conv-CF exhibited a high MSE in 
data-scarce environments, but its performance gradually 
improved as the dataset size increased. Similarly, 

BERT-CF also demonstrated a decreasing MSE trend 
as the data size grew. Notably, at around 25,000 
rating data points, its performance was comparable to 
that of Conv-CF. However, in subsequent experiments, 
BERT-CF consistently outperformed Conv-CF. Both 
Conv-MF and BERT-MF exhibited a gradual decrease 
in MSE as data size increased. However, BERT-MF 
showed a performance plateau beyond 30,000 rating 
data points, with no significant further improvement. 

Regarding the BERT-More model, the BERT-More 
(rating) model, which used only rating data, the 
BERT-More (r+s) model, which incorporated ratings 
and sentiment scores, and the BERT-More (r+s+m) 
model, which utilized ratings, reviews, and metadata, 
all consistently achieved excellent MSE results. In 
contrast, the BERT-More (r+m) model, which 
combined ratings and metadata, exhibited significant 
performance fluctuations and instability, recording the 
lowest performance among the BERT-More variants. 
Meanwhile, the BERT-More (r+s+m) model, which 
leveraged all available data, demonstrated the most 
stable and superior performance, with continuous 
improvements as data size increased.

Fig. 5. Data sparsity experiment results

Fig. 6. Data sparsity experiment results
(BERT based model)
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Table 4. Data sparsity experiment results

Conv-CF BERT-CF Conv-MF BERT-MF
BERT
-HoRS

BERT-
More
(rating)

BERT-
More
(r+s)

BERT-
More
(r+m)

BERT-
More
(r+s+m)

5,000 1.2959 0.9701 0.8599 0.6891 1.1038 0.0545 0.0132 0.0259 0.0567
10,000 0.9570 0.8569 0.8161 0.4338 1.1948 0.0305 0.0343 0.1732 0.0189
15,000 0.8716 0.7951 0.8077 0.4048 1.0843 0.0120 0.0219 0.1380 0.0248
20,000 0.8560 0.7889 0.7664 0.4169 1.0782 0.0371 0.0298 0.2392 0.0244
25,000 0.8050 0.8027 0.7706 0.4004 1.0291 0.0148 0.0231 0.1643 0.0248
30,000 0.8094 0.7962 0.7487 0.3917 0.9624 0.0361 0.0089 0.0025 0.0113
35,000 0.8322 0.8122 0.7456 0.3900 0.9616 0.0555 0.0153 0.1098 0.0149
40,134 0.8053 0.7813 0.7394 0.4107 0.9278 0.0191 0.0088 0.0133 0.0077

The superior performance of the BERT-based model 
with embeddings as the dataset size increases aligns 
with previous studies [27], which indicate that 
incorporating not only movie rating data but also 
additional embeddings from movie reviews and 
metadata significantly enhances the model’s ability to 
predict ratings accurately.

4.5 Model stability experiment results

Figures 7 and 8 present graphs visualizing the MSE 
values from the experiments applying random 
sampling, where the x-axis represents randomly 
extracted data and the y-axis represents the MAE. 
Conv-CF showed relatively strong performance in the 
2nd and 4th rounds, particularly in the 4th round, 
where it recorded a lower MAE than BERT-CF. 
However, overall, BERT-CF did not demonstrate a 
significant advantage over Conv-CF in terms of MAE.

Conv-MF exhibited fluctuating MAE values between 
0.2 and 0.4, indicating a lack of stability. In contrast, 
BERT-MF outperformed Conv-MF in certain 
experiments, achieving a lower MAE than 
BERT-More(r+s), which only utilized ratings. Both the 
model combining ratings and sentiment scores and the 
model combining ratings and metadata 
(BERT-More(r+m)) demonstrated high performance 
with consistent results. Notably, the model 
incorporating all data (BERT-More(r+s+m)) achieved 

the best performance, consistently recording the lowest 
MAE across all experiments.

Fig. 7. Model stability experiment results

Fig. 8. BERT-based Model stability experiment results

Table 5 demonstrated that BERT-based models 
yielded stable and robust performance even when 
applied to data augmented through random sampling. 
Furthermore, these models effectively handled diverse 
and imbalanced datasets, maintaining consistency in 
predictive accuracy. 
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Table 5. Model stability experiment results

Random
sampling

Conv-CF BERT-CF Conv-MF BERT-MF
BERT
-HoRS

BERT-
More
(rating)

BERT-
More
(r+s)

BERT-
More
(r+m)

BERT-
More
(r+s+m)

Random 1 0.8150 0.7818 0.4371 0.4321 0.9237 0.0883 0.0185 0.0089 0.0047
Random 2 0.8539 0.8199 0.4167 0.4152 0.9739 0.0476 0.0101 0.0076 0.0027
Random 3 0.8800 0.8452 0.4324 0.3858 0.9316 0.0537 0.0163 0.0086 0.0030
Random 4 0.8311 0.8873 0.4047 0.3633 0.9455 0.0779 0.0201 0.0118 0.0034
Random 5 0.8584 0.7714 0.4117 0.3524 0.9231 0.0446 0.0120 0.0087 0.0037

This stability highlights the model's ability to 
generalize across varying data distributions and 
underscores its adaptability in scenarios where data 
heterogeneity or class imbalance might otherwise 
impair performance. These findings further emphasize 
the potential of BERT-based approaches to deliver 
reliable outcomes under challenging experimental 
conditions.

Ⅴ. Conclusion

This study presents a methodology to address data 
sparsity in movie recommender systems, making a 
significant academic contribution. While existing 
studies have primarily developed recommendation 
models by combining one or two of the following 
elements—user rating data, review data, and metadata
—this study proposes the BERT-More model, which 
integrates all three.

In particular, the limitations of previous methods 
were effectively mitigated by introducing a novel 
regression approach that converts review data into 
sentiment scores, integrates them with metadata, and 
then utilizes them as input for BERT. Experimental 
results demonstrated that the BERT-More model, 
which applies this regression-based approach, 
outperforms the BERT-based collaborative filtering 
model (BERT-CF), the matrix factorization model 
(BERT-MF), and the comment-based model 
(BERT-HoRS) employing a multilayer perceptron 
(MLP) proposed in previous studies.

These findings indicate that beyond merely 

leveraging BERT embeddings, the accuracy and 
efficiency of recommendation systems can be further 
improved by restructuring how embedded data is 
utilized. Moreover, this study confirms that a model 
relying solely on easily obtainable data (reviews and 
metadata) can achieve superior performance compared 
to traditional models.

The significance of BERT-More lies not only in its 
introduction of a novel academic approach to 
mitigating data sparsity but also in its demonstration 
of a methodology capable of achieving high 
performance even in environments with limited data 
availability.

This study also provides significant implications 
practical implications. The BERT-More model offers 
valuable insights into the construction and operation of 
the actual recommender system. In movie 
recommender systems, metadata—such as genre, 
director, and actor—was found to be a more 
influential factor in enhancing recommendation 
accuracy than review data. This suggests that even 
with limited resources, an efficient recommender 
system can be developed. Movie recommender systems 
fundamentally differ from product recommender 
systems for items such as hotels and home appliances. 
Whereas services such as hotel reservation applications 
are have limited consumption and infrequent changes, 
movies are everyday content that can be easily 
consumed [8]. 

This characteristic contributes to the sparsity of 
rating data. These characteristics highlight the 
importance of incorporating review data and metadata 
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alongside rating data in modeling, underscoring the 
effectiveness of the BERT-More model proposed in 
this study. WWatcha continues to prioritize user rating 
data [28], while Amazon's approach of delivering 
personalized recommendations based on ratings and 
user-generated reviews remains widely adopted in 
industry [29]. However, in the movie field, it is rare 
for the same user to write both rating and review 
data. To resolve the issue, this study proposed an 
approach that utilizes sentiment scores extracted from 
reviews as separate metadata, which provides 
differentiated competitiveness from existing methods 
based on data from the same user.

However, a key limitation of this study is its 
difficulty in overcoming the cold start problem, as the 
proposed model does not incorporate user-specific 
attributes such as nationality, race, age, and 
occupation. Additionally, the analysis is limited to 
users who have watched at least 25 movies. 
Furthermore, the lack of individual weighting for each 
metadata element in the model's input may lead to 
overfitting. Addressing this issue will require further 
refinement of metadata weighting strategies.
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