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Optimizing DenseNet for Image Classification: A Synergy of
Dual-Adaptive Attention and Multi-Scale Feature Extraction

Butaev Khusan Tashtemirovich*, Heejoung Hwang**

Abstract

In this paper, we introduce a new optimization method for DenseNet. In general, the most difficult part of
medical image processing is the difficulty of improving performance for certain areas, such as images of skin, and
we complemented this with a multi-scale feature extraction module that captures details at various resolutions. To
ensure comprehensive learning, we used an adaptive loss function and a lite moderated channel block method that
fine-tuned the model with detailed mathematical corrections to optimize sensitivity and specificity. Through
experiments, we were able to confirm the excellence of the model as a result of extensive testing on complex data
sets, and achieved an accuracy of 96.67%, proving that it is an efficient and reliable DenseNet model. This is a
superior result not only to the general DenseNet model but also to other famous models such as MobileNet and
VGG19, showing that it can be used in specific areas targeting skin images.
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| . Introduction enhances patient care by delivering intricate details on
the body's internal structures and organs. Such insights

Skin lesions, particularly melanoma or cancer, are crucial for informing surgical approaches and
represent  significant health risks. Medical imaging formulating ~ treatment  strategies, ~ contributing  to
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improved patient results[1]. As a pivotal component of
the healthcare infrastructure, medical imaging offers
indispensable data for diagnosing, planning treatments,
This task holds

significant importance in dermatology for facilitating

and tracking therapy progress|[2].

early detection and diagnosis of skin cancer. A
prevalent method for classifying skin lesions involves
deep learning, utilizing deep neural networks like
Convolutional Neural Networks(CNNs). These models
are trained on extensive datasets of labeled skin lesion
images, enabling them to extract and learn intricate
features from the images to enhance classification
precision[3].

Traditional image classification methods relied on
features
algorithms or statistical techniques. CNNs have seen

extracted  through  manually  designed
swift advancements in various visual tasks including
image classification. Beginning with the development
of AlexNet[4], followed by VGG[S], and then
GoogleNet[6], the performance of convolutional neural
networks has improved with the increasing depth of
these models. The of  GoogleNet

structures[6], has been instrumental in consistently

development

simultaneously

ResNet[7],
revolutionized the training of deep convolutional neural
networks  through its
connections. These connections allow gradients to flow

enhancing model accuracy while

reducing computational expenses.

introduction  of  residual
through the network more effectively, enabling the
training of networks that are much deeper than was
previously possible without suffering from vanishing or
ResNeXt[8],
further enhanced network performance by incorporating
MobileNet[9],
efficiency on mobile devices, trades off accuracy for

exploding gradients. Following  this,

group  convolution. designed  for
speed, making it less precise than more complex
Fine-tuning its
performance is also
InceptionResNet[10]
Inception and ResNet to handle complex tasks with

models. parameters for optimal
challenging. While
combines the advantages of

high efficiency, it also inherits some challenges. The

EfficientNetB0 model[11], despite its efficiency and
accuracy in various tasks, encounters limitations in
specific scenarios. It computationally demanding for
deployment on devices with limited processing
capabilities, such as smartphones or embedded systems.
DenseNet[12], achieves dense connectivity and feature
reuse along the channel dimension by concatenating
the outputs of all preceding layers to serve as inputs
for subsequent layers.

The main goal of this paper is to enhance skin
lesion classification performance by advancing the
capabilities of DenseNet. This involves innovating
upon the DenseNet architecture to improve its
effectiveness in image classification tasks, aiming to
achieve higher accuracy and efficiency in processing
and analyzing images. The paper introduces a novel
model for advanced image classification by integrating
modified dense blocks with spatial and channel
attention mechanisms, specifically designed to enhance
feature extraction, attention to relevant image regions,
and overall classification performance. By addressing
the limitations of existing models in handling complex
visual tasks, this work contributes to the field through
improved accuracy and efficiency in  image
classification tasks, offering significant advancements
CNN-based

approach demonstrates superior performance in various

over traditional approaches[13].  This
datasets, marking a step forward in the development
of more sophisticated and effective deep-learning

models for image analysis.

[l1. Related Works

The integration of attention mechanisms into CNNs,
specifically channel and spatial attention, represents a
pivotal advancement in enhancing image classification
and feature extraction. These mechanisms enable
models to selectively concentrate on pertinent semantic
details, thereby refining their interpretability and
accuracy. DenseNet, a foundational architecture in this

domain, introduces dense connections that facilitate
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efficient feature reuse and minimize information loss,

setting a benchmark for subsequent innovations.

2.1 Skin lesion classification

The classification of skin cancer poses significant
challenges due to the presence of artifacts, variations
in image resolution, and subtle differences in features
between various cancer types. Clinical procedures for
examining skin lesions are often perceived by patients
as complex and uncomfortable and can fall short of
effectively differentiating between lesion categories.
Advanced techniques in Machine Leamning and
Computer Vision present a promising avenue to
address the hurdles associated with skin lesion
classification. The foundational step in Computer-Aided
Diagnosis(CAD)

discriminative features to categorize lesions as normal

systems  involves  generating
or pathological. The classification of skin cancer
presents considerable challenges due to the presence of
artifacts, varying image resolutions, and subtle
distinguishing features among different cancer types.
Such complexities render clinical procedures for skin
lesion assessment both intricate and oftentimes
ineffectual in accurately differentiating between lesion
categories.

In response to these diagnostic challenges, we have
crafted a mnovel model based on the DenseNet
architecture[14]. Over the past several years, significant
strides have been made to support medical
professionals in the accurate recognition of skin
lesions. The development of CAD systems for skin
abnormalities has become a rapidly evolving area of
research. When it comes to the categorization of
images, there exist two predominant techniques:
conventional machine learning methods and the more

recent advancements in deep learning.

2.1.1 Traditional machine learning methods

In recent years, considerable initiatives have been

undertaken to support medical professionals in the

accurate  recognition of skin  lesions.  Image
classification ~ within these systems is typically
approached  via  two  distinct  methodologies:

conventional machine learning and the more advanced
deep learning techniques. The study by [14] integrated
gradients and Local Binary Patterns(LBP) to delineate
the border characteristics of lesion segmentation. For
classification, three methods were utilized: SVM -
SMO(Sequential Minimal Optimization), SVM - ISDA
(Iterative Single Data Algorithm), and Feedforward
Neural Network(FNN). The research also incorporated
two additional datasets, Dermoft and MED-NODE, to
evaluate performance. The results on the MED-NODE
dataset revealed specificity, accuracy, and sensitivity
rates of 88%, 79%, and 65%, respectively. Despite the
advancements in machine learning techniques, their
effectiveness in the field of skin lesion classification
remains somewhat limited, often yielding less than
optimal accuracy. These methods come with several
limitations, including challenges in achieving high

precision in diagnoses.

2.1.2 Deep learning methods

Due to significant limitations encountered with
machine learning approaches, particularly in achieving
satisfactory accuracy, researchers have increasingly
turned to  deep

classification of skin lesions[15].

learning  techniques for  the

Numerous studies have been conducted to classify
skin lesions utilizing various datasets. One such study
employed ResNetl8 with different optimizers and
extracted skin image features from the ISIC2017
dataset. The effectiveness of this method was
evaluated using the ISIC2017 dataset, with ResNet50
yielding an accuracy of 93.7%, specificity of 98.3%,
and sensitivity of 83.3%. Further research has explored
the integration of pre-trained deep networks, such as
ResNet, AlexNet, GoogleNet, and VGG, with transfer

learning to enhance classification performance. A
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system utilizing a Deep Convolutional Neural Network
(DCNN) combined with the Fisher vector for
recognizing and classifying dermoscopy images was
proposed by [16]. Additionally, [17] implemented a
method that extracts and integrates features of skin
lesions based on CNN and the ABCD rule.

The classification of these features was carried out
using the Relevance Vector Maching(RVM), linear
regression(LR), and Support Vector Machine (SVM),
achieving a classification rate of 89.71%. [16]
enhanced a melanoma detection and classification
method that merges feature extraction through Deep
Convolutional Neural Network(DCNN) with Linear
Discriminant Analysis(LDA), achieving a classification
accuracy of 86%. [19] introduced a melanoma
classification system where lesions were segmented
utilizing the Convergence of Intermediate Decaying
OmniGradients(SCIDOG) method alongside Synthesis.
The Regions of Interest(ROI) were classified using the
K-fold(PECK)  technique,
which integrates DCNN with Random Forest(RF) and
Machine(SVM),

categorization success rate of 91%.

Predict-Evaluate-Correct

Support  Vector resulting in a
The aforementioned methods, while advancing
through
innovative combinations of Deep Convolutional Neural
Network(DCNN) feature extraction, machine learning
algorithms, and segmentation techniques, exhibit certain
limitations. The integration of DCNN with Linear
AnalysisLCDA)  and  the  novel
segmentation using SCIDOG followed by classification

melanoma  detection and  classification

Discriminant

with the PECK method, although innovative, suggest
that further refinement and exploration of advanced
techniques are essential to enhance performance. These
limitations underline the ongoing need for research to
address the intricacies of skin lesion classification,
aiming for higher accuracy, specificity, and sensitivity
in detecting and classifying melanoma and other skin

lesions.

lIl. Proposed Method

Our proposed method integrates dense blocks with
attention mechanisms, leveraging their strengths in
image classification to enhance feature extraction and
model performance. Dense blocks facilitate efficient
information flow and feature reuse, while attention
mechanisms allow the model to focus on the most
relevant parts of the image, improving accuracy and

interpretability.

3.1 Modified dense blocks

Fig. 1 shows that the proposed model consists of
dense blocks from the image classification model
DenseNet. The model includes three dense blocks and
attention mechanisms, respectively. Dense blocks are
distinguished by their dense connectivity patterns
among layers within the block. In contrast to
architectures ~ with

connections, each layer in a dense block receives

conventional sequential  layer
direct input from all preceding layers.

This dense connectivity promotes feature reuse,
facilitates gradient flow during training, and enhances
the overall effectiveness of the network. This choice is
motivated by the fact that the bottleneck section of
the DenseNet utilizes an input feature size of 64,
while the initial input image possesses a shape of
3x32x32 with 3 input features.

[ The input image CxHxW
Convolution layer (CxHxW)

| RelU activation function

3D Batch Normalization

Fig. 1. Modified 6-layer dense block with growth rate of
k=4 of the proposed model



Journal of KIIT. Vol. 22, No. 8, pp. 31-40, Aug. 31, 2024. pISSN 1598-8619, eISSN 2093-7571 35

Fig. 1 (illustrates the modified dense block,
emphasizing enhanced connectivity and efficient feature
reuse within the network. The diagram uses different
colors to represent the components: gray for the input
image (CxHxW), blue for convolution layers, yellow
for ReLU activation functions, and green for 3D
Batch Normalization. This visual representation clarifies
the data flow and interactions between layers, aiding
in the understanding of the model's structure and
performance improvements.

The utilization of a convolution layer allows an
increase in the number of input features by 64,
addressing the potential inadequacy of input features if
only the original 3 channels were used. The input
image, denoted as traverses through a sequence of /
dense and attention blocks, generating outputs at each
block for the /-t block in the sequence.

= Hl( [390,391“.,95171,}) (M

where [x Ox I--x (I-1),]
of feature-maps generated in layers /0, . . ., —IJ.
The term DenseNet is attributed to this network
architecture due to its dense connectivity. To facilitate

denotes the amalgamation

implementation, we streamline the multiple inputs of
H [ in equation (1) by combining them into a unified
tensor. If each function H [ generates k feature-maps,
then it can be deduced that the -th layer encompasses
k 0+ k x (I—I) input feature-maps, where k 0
represents the number of channels in the input layer.
Here, the hyperparameter & is denoted as the
growth rate of the network, in our proposed model we
use k = 4. The feature maps essentially represent the
global state of the network, and each layer augments
this state by adding k feature maps. The growth rate
serves as a regulatory factor, determining the extent to
which each layer contributes new information to the
global state. Though each layer typically yields only k
output feature maps, it frequently accommodates a
more extensive array of inputs. It has been observed

in prior studies that the incorporation of a 1x1

convolution as a bottleneck layer preceding each 3x3
convolution proves effective in diminishing the number
of input feature maps, thereby enhancing computational
efficiency.

The bottleneck layer is represented as BN-ReLU-
Conv (1x1) BN-ReLU-Conv (3x3) in version H [ In
our experimental setups, we assign each IXx]
convolution the task of producing growth rate * k

feature maps.

3.2 Effectiveness of the light-modified channel
attention module

In the realm of CNNs, attention modules play a
crucial role in enhancing learning by directing the
model to concentrate on pertinent information while
disregarding irrelevant background details. In the
context of object detection, the salient data comprises
the cropped representation of objects or target classes
that necessitate classification and localization within an
image. The Convolutional Block Attention Module
(CBAM) segregates into dual submodules: channel
attention and spatial attention. Each submodule
incorporates convolutional strata complemented by
maximal and average pooling procedures.

The input feature F, a product of the preceding
modified dense block, undergoes a fusion of Max and
Avg poolings, yielding two distinct spatial context

descriptors, F#¢, and F

avg max *

Subsequently, these

descriptors are propagated through a Multi-layer
Perceptron(MLP) equipped with a singular hidden

layer, culminating in a feature representation
MJERGI;LI;I.
To curtail parameter proliferation, the MLP

(£)m1x1
r

denoting the reduction ratio. Following the application

condenses its SiR per output feature, with »
of the shared network to each descriptor, the resultant
feature vectors are amalgamated via an element-wise

additive process.
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Fig. 2. Light-modified channel attention block

In this study, we preserve the integrity of the
Channel Attention Block(ChaB), noting its previously
established efficacy, and introduce only Maxpooling to
diminish the vector map dimensions and enhance
informational retrieval.

Fig. 2 the CBAM is fed an intermediate feature
map Fyppe R emanating from a Modified
Dense Block (MDB), methodically deduces two forms
of attention maps. The first is a 1D channel attention

M,e R™" and the second is a 2D spatial attention

map, Ms e R as delineated in Equation (2).

F'= M(F) ®Fa Q)
F=MF)®F

Given the emphasis on the classification task, the
channel attention module, which is adept at discerning
'what' aspects are present within the input feature, is
utilized. Consequently, only AZ(F) is extracted and
integrated with the output of the i-th MDB as per
Equation (3). This selective application ensures that
the focus remains on channel-wise feature relevance,
pertinent to identifying class-discriminative information.

F~(FMDB,[>: M:(FMDBZ)’ D Fymp, G)

The intire process of Light-modified ChaB can be
encapsulated by Equation (4) where 0 represents the
sigmoid activation function. The weights of the i-th

layer of the MLP, denoted as I/V,,;eR("_’)M, and the

4

weights of the preceding Ilayer, W;eRa( , are
specifically designed to be shared across both inputs,
facilitating a consistent parameterization for the dual
pathways involving MaxPooling and AveragePooling.
Following this parameter sharing and the application
of the ReLU activation function, a MaxPooling
operation is employed as delineated in Equation (5).
This incorporation of MaxPooling constitutes a subtle
yet impactful modification aimed at optimizing the
feature selection process within the channel attention
framework, enhancing the module's efficiency in
focusing on  pivotal

aspects pertinent to the

classification task at hand.

M?(FMDBZ) = O’(MLP(A’UQPOOZ(FMDBZ)))+ “4)
MLP(Angool(FMDBI)) =
o (W Wi (#2,) + Wi Wy (F2,)

i avg i
Mz(FM)B,)’ - Ma‘rPOOZ(Mz(FA[DB,)) ®)

Combine the outcomes of average pooling and max
pooling and the extra maxpoling, we transmit the
concatenated result through a compact convolutional
block featuring a 3x3 kernel size. As a consequence,
the output of Light-modified ChaB proceeds to theto
the next i-th MDB. The dense block and attention

block feature extraction cycle is repeated about three
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times, then the output goes into flatten layer and the
final output comes from activation function softmax,
that takes as input a vector of numerical scores or
logits and normalizes them into a probability

distribution, as shown:

Z=— (6)

where 2, input vector of each element, by raising e

to the power of the input vector and dividing the
result by the sum of the exponentiated values across

all elements in the vector.

IV. Experimental Results

This section offers a detailed exposition of the
methodologies employed for data preprocessing and the

configuration of the experimental framework.

4.1 Dataset

The International Skin Imaging Collaboration (ISIC)
2018 dataset[20] represents a pivotal resource in the
domain of dermatological image analysis, specifically
focusing on the automated detection and classification
of skin lesions. Assembled for the ISIC Skin Lesion
Analysis Towards Melanoma Detection Challenge, this

comprehensive dataset encompasses a total of 37,649

4.2 Results of the proposed model

Table 1 presents a comparative analysis of various
classification networks when evaluate on the ISIC
dataset. The networks compare include DenseNetl2l,
VGG19, MobileNet, EfficientNetB0, ResNet50, and a
For DenseNetl21, the training

accuracy is recorded at 96.56%, with a corresponding

the proposed model.

validation accuracy of 95.70%. It shows a training
loss of 0.073 and a validation loss of 0.124 over 60
epochs, leading to a test accuracy of 95.94%. The
model has 8 million parameters.

Furthermore, the performance of the VGGI19 shows
a training accuracy of about 91.23% and a validation
accuracy of 88.56%, with higher loss values of 0.279
for training and 0.342 for wvalidation. Despite 60
epochs of training, the test accuracy is lower than
DenseNet121, at 90.27%, and the model has a
significantly larger number of parameters, amounting
to 21 million.

MobileNet achieves a training accuracy of 96.87%
and a validation accuracy of 94.34%, with training and
validation losses of 0.063 and 0.145, respectively. After
60 epochs, the test accuracy is 93.43%, and the model
Is relatively efficient with 4 million parameters.
EfficientNetB0 reports training and validation accuracies
of 96.78% and 94.67%, respectively, with the lowest
training loss of 0.025 and a validation loss of 0.213.

EfficientNetB0, the model with the least parameters
at 6 million, leads with the highest training and

dermatoscopic images. validation ~ accuracies of 96.78% and  95.14%,
respectively.
Table 1. Classification with different models
Classification models Train Validation frain Validation Epochs Test Parameters
accuracy accuracy loss loss accuracy
DenseNet121 96.56 95.70 0.073 0.124 60 95.94 M
VGG19 91.23 88.56 0.279 0.342 60 90.27 21M
MobileNet 96.87 %34 0.063 0.145 60 9343 4IM
EfficientNetB0 96.78 9467 0.025 0.213 60 95.14 6M
ResNet50 89.84 86.26 0.321 0.632 60 87.47 25.6M
The proposed model 97.12 95.84 0.043 0.082 60 96.67 2/M
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ResNet50, with 25.6 million parameters, has training
and validation accuracies of 89.84% and 75.15%.
ResNet50 shows a training accuracy of 87.44% and a
validation accuracy of 86.26%, with higher losses
(0.321 for training and 0.632 for validation).

V. Conclusion

This paper presents a detailed exploration of a
novel approach for image classification, leveraging the
synergy of dense blocks and attention mechanisms. By
incorporating these two powerful components, we have
developed a model that significantly enhancesd feature
extraction capabilities and improves classification

accuracy. The  methodology  addresses critical

challenges in 1image classification, providing a

sophisticated ~ solution ~ that combines efficiency,
precision, and adaptability. Our results affirm the
effectiveness of our proposed framework, paving the
way for future advancements in deep learning
applications. This work not only demonstrates the
potential of integrating dense connectivity and attention
mechanisms but also sets a new benchmark for image

classification tasks.

VI. Discussion

The proposed model has demonstrated exceptional
performance in skin lesion classification tasks. In our
experiments, the proposed model achieved a training
accuracy of 97.12% and a validation accuracy of
95.84%, which are superior to those of DenseNetl2l,
VGG19, MobileNet, EfficientNetB0O, and ResNet50.
DenseNet121, while a strong performer with a training
accuracy of 96.56% and validation accuracy of
95.70%, falls short of the proposed model's results.
VGG19, despite its deep architecture, shows a lower
validation accuracy of 88.56% and a higher parameter
count of 21 million, making it less efficient compared

to the proposed model.

MobileNet, known for its efficiency on mobile
devices, achieved a validation accuracy of 94.34%, but
its trade-off between speed and accuracy results in a
lower performance compared to our proposed model.
EfficientNetB0, with its impressive architecture, shows
a validation accuracy of 94.67%, yet it still does not
match the proposed model's validation accuracy of
95.84%. Additionally, EfficientNetB0, despite having
fewer parameters (6 million), cannot outperform the
proposed model in terms of accuracy ResNet50, with
a substantial parameter count of 25.6 million,
demonstrates lower validation accuracy (86.26%) and
higher validation loss (0.632) compared to the
proposed model. The proposed model not only
surpasses ResNet50 in accuracy but also maintains a
lower validation loss of 0.082.

The proposed model use of dual-adaptive attention
feature

significantly contributes to its superior performance.

mechanisms  and  multi-scale extraction
These enhancements allow the model to focus more
effectively on relevant features and details within the
images, leading to higher classification accuracy.
Moreover, the integration of modified dense blocks
ensures efficient feature reuse and improved gradient
flow, further boosting the model effectiveness.

While the proposed model has a higher parameter
count (27 million) compared to DenseNetl2l (8
million), its performance gains justify this increase.
Future work will focus on optimizing the model to
reduce parameters without compromising performance,

ensuring that it remains both powerful and efficient.
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