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Abstract

Handling a sparse reward is one of the most significant challenges in Reinforcement Learning(RL), especially 
when we achieve human-level performances in a complex domain, such as grasping a moving object of robotic 
manipulation or preventing a corrupted byte in a cipher text. Deep Q-Network(DQN) with Hindsight Experience 
Replay(HER) is effective in dealing with sparse rewards, but it is not easy to get the advantages of on-line learning 
using target network, which has a fixed update. Therefore, in relation to sparse compensation, we propose a method 
of updating the target network based on the goal of HER in DQN. Since the Goal-based Target Network for HER 
in DQN proposed in this paper is updated every episode and every goal, it is more frequent and flexible so that the 
advantages of on-line learning can be utilized a little more. We evaluate the proposed Goal-based Target Network on 
a bit-flipping environment for preventing Byte-Flipping-Attack. The comparison demonstrates the superiority of our 
approach, showing that the proposed Goal-based Target Network is a better ingredient to enable the HER in DQN to 
solve tasks on the domain of the sparse reward.

요  약

희소 보상 처리는 강화 학습(RL)에서 가장 중요한 과제 중 하나이다. 특히 로봇 조작에 있어서 움직이는 물

체를 잡으려하거나 암호 텍스트 분야에서 손상된 바이트가 생기지 않도록 하는 것과 같은 분야에서 인간 수준

의 성과를 얻고자 할 때 더욱 그렇다. Hindsight Experience Replay(HER)를 사용하는 Deep Q-Network(DQN)
은 희소 보상을 처리하는 데에 효과적이지만, 업데이트가 정해진 target network을 사용하므로 온라인 학습의 

장점을 얻기 어렵다. 따라서 희소 보상과 관련하여 DQN에서 HER의 목표(Goal) 기반으로 Target Network을 

업데이트하는 방법을 제안한다. 본 논문에서 제안하는 Goal-based Target Network은 에피소드와 목표마다 업

데이트 하므로, 좀 더 자주 업데이트 하기 때문에 온라인 학습의 장점을 조금 더 이용할 수 있다. 그리고,
Byte-Flipping-Attack 방지를 위해, 제안 된 Goal-based Target Network를 bit-flipping 환경에서 평가했다. 비교 

결과는 본 논문에서 제안한 Goal-based Target Network가 DQN에서 HER을 사용할 때에 희소 보상 도메인에

서 더 나은 요소임을 보여준다.
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Ⅰ. Introduction

Reinforcement learning(RL) algorithms have led to 
a big range of successes in learning policies for 
making sequential decision problems to maximize 
long-term utilities in an environment. A reinforcement 
learning combined with a deep neural network known 
as Deep Q-Network(DQN)[1] has been regarded as an 
effective framework for yielding human-level 
performance in a complex control problems such as 
Atari games. There are simulated environments, such 
as the game of Go[2], a robotic arm moving a puck 
onto a proper position[3]. In those simulated 
environment, there is a big challenge for training a 
RL agent. They need to engineer a complicated 
reward function that should be carefully shaped[4].

However, it is not easy to apply a complicated 
engineering because these engineering could hinder the 
applicability of RL in real-world problems because of 
RL domain-specific and expertise knowledge. So, it is 
essential to develop a DQN-variant algorithms which 
can learn from unshaped and sparse rewards.  
Recently, Hindsight Experience Replay(HER)[5] has 
shown a very efficient and effective performance, 
especially for an off-policy RL in solving goal-based 
works with sparse and unshaped binary rewards. In 
terms of off-policy with HER, the RL algorithms use 
replay buffers to train the agent by retrieving the 
experience memories with the sample efficiency in a 
goal setting. However, using replay buffers limits 
on-line learning, which can enable real-time learning. 
Moreover, a DQN uses a target network, which can 
introduce to stabilize training the agents. The target 
network is a copy of the estimated weights, which 
can be fixed for some number of steps for serving a 
stable target. However, the use of the target network 
can cause training the agent slowly and hinder on-line 
RL, which is a desirable attribute[6] because of 
delayed Q-function updates. It means both the use of 
experience replay and the target network are deviations 

from on-line learning. 
Therefore, we propose a Goal-based Target Network 

in DQN with HER that increase the advantage of 
on-line learning in spite of the use of the target 
network, while still ensuring stable learning in sparse 
and binary reward domains. We compare the 
performances of the Goal-based Target Network with 
the original DQN with HER in an environment of  
bit-flipping for preventing Byte-Flipping-Attack[7]. Our 
empirical results show that the proposed Goal-based 
Target Network can achieve more interact-ability than 
the original DQN with HER. 

The rest of the paper is organized as follows. In 
Section 2, there are background methods. And Section 
3 describes the proposed algorithm, Goal-based Target 
Network in DQN with HER and the comparisons with 
the original DQN with HER. Finally, we conclude this 
work in Section 4.

Ⅱ. Background

In a bit-flipping environment in Fig. 1, there are the 
states, S = {0, 1}n and the actions, A={0, 1, ..., n-1} 
for an arbitrary integer n where executing the ith action 
flips the ith element of the state. In every execution, 
we sample not only an initial state but also a target 
state with uniformly random distribution and a policy 
can get –1 reward if so not in the target state. 

HER in Fig. 2[5] is an efficient and effective 
technique of exploiting the replay buffer, especially in 
off-policy RL algorithms such as a DQN. 

The idea of HER uses experience replay in an 
off-policy RL where the goal g can be replaced in the 
replay buffer. The replacement of the goal g helps the 
replayed trajectories receive rewards different from −1 
and training an agent becomes simpler. So, every 
transition st → st+1 along with the replaced goal for 
the episode is stored in the replay buffer. The failed 
experience with HER can be modified and stored in 
the replay buffer with the modified goal.
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Fig. 1. An example of bit-flipping attack[7]

Fig. 2. Hindsight experience replay(HER)[5]

The behind idea is to replace the original goal with 
the visited state of a failed episode. This modified 
goals hint the agent how to achieve the newly 
modified goal. 

In RL[8], an agent interacts with an environment  
by Table. 1.  

Table 1. Elements of RL

Symbol Meaning Usage
S States s
A Actions a
T Functions T(s, a, s’), s →s’ by a
R Rewards R(s, a, s’)
γ Discount rate [0,1] discounted long-term

In the sample of (s, a, r, s’), Q-function is defined 
as follows:

 
 max′′′  

 (1)

When Q uses a parameterized function 
approximation, such as a deep neural network, that is 
a DQN. It can be parameterized by weights θ, which 
is defined as follows:

  max′′′ 
∇

  (2)
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The DQN[1] has experience replay memory and the 
target network for stabilizing learning and improving 
performance. Experience replay memory has the tuple 
(s, a, r, s’), samples randomly and performs the 
update based on the randomly sampled tuples. The 
target network has a separate weight vector ⎺. So 
the update can be as follows:

  max′ ′′
∇

  (3)

where the weight vector ⎺ can be synchronized with 
 after some period of time based on a parameters. In 
this paper, it is the number of goals. 

Ⅲ. The Proposed Algorithm

3.1 The algorithm Description

We introduce a Goal-based Target Network in 
DQN with HER. Some previous works[9] showed that 
Q-learning in deep reinforcement learning can suffer 
from an over-estimation, which might cause a highly 
biased training because of E[max(Q)] ≥ maxE[Q], 
where E[max(Q)] is the expected maximum Q, 
maxE[Q] is the maximum operation of the expected 
Q, and  is a policy. Q-learning might over-estimate 
the target Q-value because of the estimator Q. In 
practice, this differences between the real Q-value and 
the target Q-value are quite large. So, many works 
uses a separate target network for stabilizing the 
estimated Q-value. However, it can cause the 
hindrance of on-line earning. Moreover, the use of 
replay buffers for reducing the correlation between 
consecutive samples makes it worse in terms of 
on-line learning[10]. 

When the environment has a HER, which can store 
every transition st→st+1 not only with the original goal 
but also with a subset of other goals, we can 
experience some episode s0, s1, ..., sT in the normal 
replay buffer and replay each trajectory with an 

arbitrary goal in a DQN. The standard target network 
maintains its own separate target function QT and then 
copy QT every C step. So, our purpose is making a 
strategy of copying the target network, QT should be 
changed.

Therefore we attempt to change the strategy of 
copying QT based on the use of HER with a subset 
of other goals. The update frequency of the target 
network is crucial factor in our technique. In a DQN, 
although the estimator Q is updated every iteration, 
the target network QT is updated every C step. The 
update frequency C=1 means the target network QT is 
copied from the estimator Q immediately. While C > 
1, the target network QT is updated with a delay. In 
the previous research[10], they use the hyper-parameter 
ω, which is tuned based on each application domain. 

They empirically found the hyper-parameter ω by 
using a grid search method. So, the hyper-parameter ω 

varies with the domains for the reasonable 
performance range. However in our research, we 
attempt to find out the update frequency based on 
HER with a subset of other goals because the number 
of goals is selected based on the HER and there is 
no needs for another method, such as the grid search 
method. In Fig. 3, there is a formal description of the 
proposed algorithm, which is from Line 20 to Line 30 
are related to update the target network based on 
HER with the number of goals in DQN. This part is 
different from the original HER in Fig. 2. 

We can update the target network every episode 
and every goal. However, the original HER can 
update the target network only every episode. Since 
HER updates the target network's weight vector ⎺
with the original Q-Network's weight  for every 
episode, the {yj-Q(Φj, aj, )} value of Line 28 in 
“perform gradient descent” is updated only when the 
episode changes. However, according to the algorithm 
proposed in this paper, the yj-Q(Φj, aj, )} value of 
Line 28 is updated every episode and every goal. So, 
the proposed algorithm can perform more detailed 
gradient descent.
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Fig. 3. Proposed algorithm

3.2 The comparison evaluation

The proposed algorithm and the standard one to 
learn    are implemented using TensorFlow[11]. The 
proposed model and the standard one take actions for 
an arbitrary integer n where executing the ith action 
flips like[7]. Moreover, a deep learning network and 
some hyper-parameters are the same like[12] for both 
the proposed model and the standard one because our 
comparisons are not related to the deep learning 
model and the hyper-parameters but related to the 
number of goals. Fig. 4 shows comparison between 
the proposed Goal-based Target Network in DQN with 
HER and the standard DQN with HER with the fixed 
update frequency of the target network in the 
bit-flipping environment. 

(a) How many the improved rewards(the quantity)

(b) What is the maximum reward(the quality)
Fig. 4. Comparison results

The maximum number of iterations is 500, the 
number of episodes is 16, and the size of the bits is 
15 as follows the research[7]. The research[5] suggests 
that in all cases, when the parameter K is 4 or 8, it 
performs well. Based on the research[5][13][14], we 
used the k=4. Fig. 4(a) shows the quantity of the 
comparison, “how many improved rewards are reached 
in 30 iterations.” Fig 4(b) shows the quality of the 
comparison, “what is the maximum reward in 30 
iterations.”

In terms of the quality comparison of Fig. 4(b), 
both the proposed algorithm and the standard one with 
the fixed update frequency are similar. Both could not 
reach the topmost reward. However, it shows the 
fluctuated patterns of the rewards of the proposed 
algorithm is a little bit smaller than the standard one. 
In terms of the quantity comparison of Fig. 4(a), the 
proposed algorithm is much reached to the better 
reward. So, we know whenever the quality of the 
proposed algorithm is better, the quantity of this is 
also better. 

Table 2 describes the differences between the worst 
and the best of the proposed algorithm and the 
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standard one with the fixed update frequency. The 
difference of the standard algorithm is bigger than the 
proposed one, especially in terms of the quantity. 

Table 3 and Table 4 show the average and the 
standard deviation of Fig. 4(a) the improved reward 
and Fig. 4(b) the maximum reward, respectively. Both 
results show that the proposed algorithm is a little bit 
better than the standard one in terms of the average. 
However, the standard deviation of the proposed 
algorithm is more even than those of the standard 
one. So, it shows the proposed algorithm is more 
stable than the standard one. 

Table 2. Differences the worst and the best

Proposed / standard Quatity Quality
Worst 167 / 31 -168 / -185
Best 337 / 323 -154 / -153

Table 3. Average and standard deviation of Fig. 4(a) the
improved reward of the proposed and the standard

Improved reward Proposed Standard
Average 282.86 263.9

Standard deviation 41.81 63.57

Table 4. Average and standard deviation of Fig. 4(b) the
maximum reward of the proposed and the standard

Maximum reward Proposed Standard
Average -160.87 -162.43

Standard deviation 3.27 6.13

Ⅳ. Conclusion

We have suggested a Goal-based Target Network in 
DQN with HER for increasing the advantage of 
on-line learning in spite of the use of the target 
network and replay memories because the use of 
target network does not work with the fixed update 
frequency. The proposed algorithm still attempt to 
ensure the stable learning in sparse and binary reward 
of high-dimensional domains. We compare the 
performances of the Goal-based Target Network with 
the original DQN with HER with the fixed update 
frequency of the target network in the bit-flipping 

environment. Our empirical results show that the 
proposed algorithm can achieve more interact-ability 
than the original DQN with HER. And we find out 
that there is a room for considerations in terms of 
higher rewards. Our future work is to find the quite 
optimal number of goals based on each application 
domain such as OpenAI gym. 
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