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Goal-based Target Network in Deep Q-Network with Hindsight
Experience Replay

Chayoung Kim*

Abstract

Handling a sparse reward is one of the most significant challenges in Reinforcement Learning(RL), especially
when we achieve human-level performances in a complex domain, such as grasping a moving object of robotic
manipulation or preventing a corrupted byte in a cipher text. Deep Q-Network(DQN) with Hindsight Experience
Replay(HER) is effective in dealing with sparse rewards, but it is not easy to get the advantages of on-line learning
using target network, which has a fixed update. Therefore, in relation to sparse compensation, we propose a method
of updating the target network based on the goal of HER in DQN. Since the Goal-based Target Network for HER
in DQN proposed in this paper is updated every episode and every goal, it is more frequent and flexible so that the
advantages of on-line learning can be utilized a little more. We evaluate the proposed Goal-based Target Network on
a bit-flipping environment for preventing Byte-Flipping-Attack. The comparison demonstrates the superiority of our
approach, showing that the proposed Goal-based Target Network is a better ingredient to enable the HER in DQN to
solve tasks on the domain of the sparse reward.
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| . Introduction

Reinforcement learning(RL) algorithms have led to
a big range of successes in learning policies for
making sequential decision problems to maximize
long-term utilities in an environment. A reinforcement
learning combined with a deep neural network known
as Deep Q-Network(DQN)[1] has been regarded as an
effective  framework  for  yielding  human-level
performance in a complex control problems such as
Atari games. There are simulated environments, such
as the game of Go[2], a robotic arm moving a puck
onto a proper position[3]. In those simulated
environment, there is a big challenge for training a
RL agent. They need to engineer a complicated
reward function that should be carefully shaped[4].

However, it is not easy to apply a complicated
engineering because these engineering could hinder the
applicability of RL in real-world problems because of
RL domain-specific and expertise knowledge. So, it is
essential to develop a DQN-variant algorithms which
can learn from unshaped and sparse rewards.
Recently, Hindsight Experience Replay(HER)[5] has
shown a very efficient and effective performance,
especially for an off-policy RL in solving goal-based
works with sparse and unshaped binary rewards. In
terms of off-policy with HER, the RL algorithms use
replay buffers to train the agent by retrieving the
experience memories with the sample efficiency in a
goal setting. However, using replay buffers limits
on-line learning, which can enable real-time learning.
Moreover, a DQN uses a target network, which can
introduce to stabilize training the agents. The target
network is a copy of the estimated weights, which
can be fixed for some number of steps for serving a
stable target. However, the use of the target network
can cause training the agent slowly and hinder on-line
RL, which is a desirable attribute[6] because of
delayed Q-function updates. It means both the use of

experience replay and the target network are deviations

from on-line learning.

Therefore, we propose a Goal-based Target Network
in DQN with HER that increase the advantage of
on-line learning in spite of the use of the target
network, while still ensuring stable learning in sparse
and binary reward domains. We compare the
performances of the Goal-based Target Network with
the original DQN with HER in an environment of
bit-flipping for preventing Byte-Flipping-Attack[7]. Our
empirical results show that the proposed Goal-based
Target Network can achieve more interact-ability than
the original DQN with HER.

The rest of the paper is organized as follows. In
Section 2, there are background methods. And Section
3 describes the proposed algorithm, Goal-based Target
Network in DQN with HER and the comparisons with
the original DQN with HER. Finally, we conclude this

work in Section 4.
I1. Background

In a bit-flipping environment in Fig. 1, there are the
states, S = {0, 1}" and the actions, A={0, 1, ..., n-1}
for an arbitrary integer n where executing the i action
flips the i™ element of the state. In every execution,
we sample not only an initial state but also a target
state with uniformly random distribution and a policy
can get -1 reward if so not in the target state.

HER in Fig. 2[5] is an efficient and effective
technique of exploiting the replay buffer, especially in
off-policy RL algorithms such as a DQN.

The idea of HER uses experience replay in an
off-policy RL where the goal g can be replaced in the
replay buffer. The replacement of the goal g helps the
replayed trajectories receive rewards different from —1
and training an agent becomes simpler. So, every
transition s; — sy along with the replaced goal for
the episode is stored in the replay buffer. The failed
experience with HER can be modified and stored in

the replay buffer with the modified goal.
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Flipped ciphertext bits
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Fig. 1. An example of bitflipping attack{7]

Algorithm 1 Hindsight Experience Replay (HER)

Given:
e an off-policy RL algorithm A,

o astrategy S for sampling goals for replay,
o areward functionr: S x Ax G = R,

Initialize A

Initialize replay buffer

for episode =1, M do
Sample a goal g and an initial state sq.
fort =0, T —1do

> e.g. DQN, DDPG, NAF, SDQN
pe.g 5(s0.....87) = m(s7)
reg r(s,a,g9) = —(f,(s) =0]
b e.g. initialize neural networks

Sample an action a; using the behavioral policy from A:

ap + m(selg)

& || denotes concatenation

Execute the action a; and observe a new state sy

end for
fort =0, T - 1do

=S, a0.9)

Store the transition (5|9, s, re. s4-1|g) in B

& standard experience replay

Sample a set of additional goals for replay & := S(current episode)

for ¢ € Gdo
r=r(sp.a.g')

Store the transition (s,||¢, ay, ', s44/|g") in R » HER

end for
end for
fort = 1. Ndo

Sample a minibatch B from the replay buffer 12
Perform one step of optimization using A and minibatch B

end for
end for

Fig. 2. Hindsight experience replay(HER)[5]

The behind idea is to replace the original goal with
the visited state of a failed episode. This modified
goals hint the agent how to achieve the newly
modified goal.

In RL[8], an agent interacts with an environment
by Table. 1.

Table 1. Elements of RL

Symbol Meaning Usage
S States S
A Actions a
T Functions T(s, a, 8), s —=s by a
R Rewards R(s, a, s)
¥ Discount rate | [0,1] discounted long—term

In the sample of (s, a, 1, s”), Q-function is defined

as follows:

Qs,a) = (D
Q(&a) +a(r+7maxa/Q(s',a') - Q(&a))
When Q uses a  parameterized function

approximation, such as a deep neural network, that is
a DOQN. It can be parameterized by weights ©, which

18 defined as follows:

0=0+a(r+ymax,Q(s",a’;0) (2)
- Q(s,a;ﬂ))ng(s,aﬁ)
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The DQN[1] has experience replay memory and the
target network for stabilizing learning and improving
performance. Experience replay memory has the tuple
(s, a, r, §”), samples randomly and performs the
update based on the randomly sampled tuples. The
target network has a separate weight vector 6 . So

the update can be as follows:

0=0+a(r+ymax,Q(s",a’;0") (3)
—Qs,a:0))V ,Q(s,a,0)

where the weight vector 8 = can be synchronized with
0 after some period of time based on a parameters. In

this paper, it is the number of goals.
lIl. The Proposed Algorithm
3.1 The algorithm Description

We introduce a Goal-based Target Network in
DQN with HER. Some previous works[9] showed that
Q-learning in deep reinforcement leaming can suffer
from an over-estimation, which might cause a highly
biased training because of E[max(Q")] > maxE[Q"],
where E[max(Q")] is the expected maximum Q"
maxE[Q"] is the maximum operation of the expected
Q", and 7 is a policy. Q-learning might over-estimate
the target Q-value because of the estimator Q". In
practice, this differences between the real Q-value and
the target Q-value are quite large. So, many works
uses a separate target network for stabilizing the
estimated Q-value. However, it can cause the
hindrance of on-line earning. Moreover, the use of
replay buffers for reducing the correlation between
consecutive samples makes it worse in terms of
on-line learning[10].

When the environment has a HER, which can store
every transition s,—su; not only with the original goal
but also with a subset of other goals, we can
experience some episode sy, Si, .., St in the normal

replay buffer and replay each trajectory with an

arbitrary goal in a DQN. The standard target network
maintains its own separate target function Qr and then
copy Qr every C step. So, our purpose is making a
strategy of copying the target network, Qr should be
changed.

Therefore we attempt to change the strategy of
copying Qr based on the use of HER with a subset
of other goals. The update frequency of the target
network is crucial factor in our technique. In a DQN,
although the estimator Q" is updated every iteration,
the target network Qr is updated every C step. The
update frequency C=1 means the target network Qr is
copied from the estimator Q" immediately. While C >
1, the target network Qr is updated with a delay. In
the previous research[10], they use the hyper-parameter
w, which is tuned based on each application domain.

They empirically found the hyper-parameter ® by
using a grid search method. So, the hyper-parameter o
varies with the domains for the reasonable
performance range. However in our research, we
attempt to find out the update frequency based on
HER with a subset of other goals because the number
of goals is selected based on the HER and there is
no needs for another method, such as the grid search
method. In Fig. 3, there is a formal description of the
proposed algorithm, which is from Line 20 to Line 30
are related to update the target network based on
HER with the number of goals in DQN. This part is
different from the original HER in Fig. 2.

We can update the target network every episode
and every goal. However, the original HER can
update the target network only every episode. Since
HER updates the target network's weight vector 6~
with the original Q-Network's weight 6 for every
episode, the {y;-Q(®j, a, 6)} value of Line 28 in
“perform gradient descent” is updated only when the
episode changes. However, according to the algorithm
proposed in this paper, the y-Q(®;, a;, 6)} value of
Line 28 is updated every episode and every goal. So,
the proposed algorithm can perform more detailed

gradient descent.
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Goal-based Target Network in DQN with HER

1. Initialize replay memory buffer R
2. Initialize Q with random weights & and Qrwith § =6

# Qris Tartget Q-Network
3. Forepisode =1 , M do
4 Initialize state s;, sample a goal g and ¢p=a(s;. g)
5 for t=0,T-1 do
6. Select an action a, based on max,Q"(¢,.a; §)
7 Or a random with probability £
g a, +i(sy|g} # ||is concatenation
9. Execite a,, observe reward r; . anew state s..yand ¢ 1=¢(s21, )
10.  endfor
11, fort=0.T-1do
12. n=1(5.a.g)

13. Store the transition(s|g. ay. 1. 5,212} in R for a standard replay
14 Sample a set of additional goals for replay G=5§
# S is current episode
15. forg EGdo
16. 1" =1(s, a.g)
17. Store the transition(sy||g’. a.r’. s.qjg7)in Rfor HER
18 end for
19, endfor
20. fort=0.N-1do
21. forg=0,K-1do # K is the number of goals
22. Sample aminibatch (5|g’. a.1". s;1[g’) from R
23 if episode terminates at step j then
24 set ¥ =1
25 else
26. set y;=1; T ymaxQr(¢p.y. 2’ 7))
# Goal-based Target Network
27. endif
28 Perform a gradient descent on {y; — Q(¢;. a; )
2. Copy Q=0

# Update the Target Network based on the number of the goals
30. end for
31.  endfor
32. end for

Fig. 3. Proposed algorithm

3.2 The comparison evaluation

The proposed algorithm and the standard one to
learn @ are implemented using TensorFlow[11]. The
proposed model and the standard one take actions for
an arbitrary integer n where executing the i" action
flips like[7]. Moreover, a deep learning network and
some hyper-parameters are the same like[12] for both
the proposed model and the standard one because our
comparisons are not related to the deep learning
model and the hyper-parameters but related to the
number of goals. Fig. 4 shows comparison between
the proposed Goal-based Target Network in DQN with
HER and the standard DQN with HER with the fixed
update frequency of the target network in the

bit-flipping environment.
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Fig. 4. Comparison results

The maximum number of iterations is 500, the
number of episodes is 16, and the size of the bits is
15 as follows the research[7]. The research[S] suggests
that in all cases, when the parameter K is 4 or 8, it
performs well. Based on the research[S][13][14], we
used the k=4. Fig. 4(a) shows the quantity of the
comparison, “how many improved rewards are reached
in 30 iterations.” Fig 4(b) shows the quality of the
comparison, “what is the maximum reward in 30
iterations.”

In terms of the quality comparison of Fig. 4(b),
both the proposed algorithm and the standard one with
the fixed update frequency are similar. Both could not
reach the topmost reward. However, it shows the
fluctuated patterns of the rewards of the proposed
algorithm is a little bit smaller than the standard one.
In terms of the quantity comparison of Fig. 4(a), the
proposed algorithm is much reached to the better
reward. So, we know whenever the quality of the
proposed algorithm is better, the quantity of this is
also better.

Table 2 describes the differences between the worst

and the best of the proposed algorithm and the
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standard one with the fixed update frequency. The
difference of the standard algorithm is bigger than the
proposed one, especially in terms of the quantity.

Table 3 and Table 4 show the average and the
standard deviation of Fig. 4(a) the improved reward
and Fig. 4(b) the maximum reward, respectively. Both
results show that the proposed algorithm is a little bit
better than the standard one in terms of the average.
However, the standard deviation of the proposed
algorithm is more even than those of the standard
one. So, it shows the proposed algorithm is more
stable than the standard one.

Table 2. Differences the worst and the best

Proposed / standard Quatity Quality
Worst 167 / 31 -168 / -185
Best 337 | 323 -154 / -153

Table 3. Average and standard deviation of Fig. 4(a) the
improved reward of the proposed and the standard

Improved reward Proposed Standard
Average 282.86 2639
Standard deviation 4181 63.57

Table 4. Average and standard deviation of Fig. 4(b) the
maximum reward of the proposed and the standard

Maximum reward Proposed Standard
Average -160.87 -162.43
Standard deviation 3.27 6.13
IV. Conclusion

We have suggested a Goal-based Target Network in
DQN with HER for increasing the advantage of
on-line learning in spite of the use of the target
network and replay memories because the use of
target network does not work with the fixed update
frequency. The proposed algorithm still attempt to
ensure the stable learning in sparse and binary reward
of high-dimensional domains. We compare the
performances of the Goal-based Target Network with
the original DQN with HER with the fixed update

frequency of the target network in the bit-flipping

environment. Our empirical results show that the
proposed algorithm can achieve more interact-ability
than the original DQN with HER. And we find out
that there is a room for considerations in terms of
higher rewards. Our future work is to find the quite
optimal number of goals based on each application

domain such as OpenAl gym.
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