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Ⅰ. Introduction

Scheme of a classic control-based program model 
has becoming apparent as a favorable and special 

playground for encouraging the application of AI, 
specifically reinforcement learning (RL) [1][2]. One of 
the core challenging issues with these applications 
acquires enough data-sets that a neural network learns 
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Abstract

Reinforcement learning (RL), particularly Actor-Critic (A2C), one of policy gradient (PG) algorithms becomes a 
mainstream. A design of a classic control-based program model requires domain-indicated experience knowledge based 
on a neural network for incorporating into the model strategy, which becomes A2C-powered. There are some research 
studies on the program model using general Artificial Intelligence (AI) techniques, in other words, A2C and neural 
networks. The previous well-known algorithms can proceed from a simple Convolutional Neural Network (CNN), to 
attempting an experiment with more complicated additions, such as LSTM (Long Short-Term Memory models). 
However, there are concerns about the requirements of the current experimental environment when faced with the 
demands of significant computational powers. Therefore, we employ a definition of Actor-Critic with non-symmetric 
deep auto-encoder to find an optimal behavior strategy for the agent to obtain optimal rewards with the bottommost 
environmental resources. Algorithm comparisons show that our proposed model demonstrates improvements of optimal 
rewards with the minimum limit over the developed deep neural network combined Actor-Critic.

요  약

강화학습의 액터-크리틱은 정책 그라디언트 알고리즘으로써, 매우 활용도가 높다. 전형적인 제어-기반 프로

그램 모델의 설계에 있어서 뉴럴 네트웍에 기반한 도메인 지식의 접목은 해당 액터-크리틱의 장점을 이용할 

수 있다. 그리하여, 액터-크리틱과 뉴럴 네트웍의 AI(인공지능) 기술을 접목한 프로그램 모델 기술에 대한 연구

가 활발하다. 기존 연구들에서는 CNN을 주로 사용하고, 더 복잡하고 지능적인 것을 원하는 경우, LSTM을 사

용하기도 한다. 하지만, 컴퓨팅 파워를 많이 요구하는 실세계와 연관된 분야에서는 조금 더 작은 자원을 사용

하는 것을 선호한다. 그리하여, 본 연구는 비대칭 딥 오토앤코더를 가진 액터-크리틱을 에이전트에 적용하여,
환경에 대한 리소스를 가장 기본적으로 활용하면서 최적의 보상을 얻을 수 있도록 한다. 단순한 딥 뉴럴 네트

웍을 가진 기존의 알고리즘과 본 연구가 제안하는 알고리즘의 비교에서 적은 자원으로 본 모델이 조금 더 나

은 리워드(Reward)를 받는 것을 보여주고 있다.
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appropriately, and OpenAI Gym [3] for RL allows 
utilizing a powerful interface with a variety of 
different environments. Similar to [4], our proposed 
model explores and exploits RL on a variety of 
OpenAI Gym. With respect to these applications, the 
input to the well-known convolutional neural networks 
(CNN) [5][6] will be a sequence of arrays established 
by a specific OpenAI Gym. In [4], they utilize deep 
Q-Network (DQN) [5][6] with a couple of CNN to 
select an action, a, from environments for maximizing 
future reward from a given state, s. However, in 
terms of CNN, the research [4] can exploit the huge 
amount of computational resources. Especially, in a 
well-known control-based environment of OpenAI 
Gym, such as CartPole-V1 [7], an image from a hugh 
frame can adopt a number of moves for formatting 
the image to utilize an input to the developed neural 
network model. 

Therefore, the research model in [4] should 
de-noise the image by using an adaptive threshold 
function and apply the adaptive Gaussian threshold for 
identifying that its value is noise or not. The research 
model [4] should run on Google Cloud Compute 
Engine with 8 cores and an Nvidia Tesla K80 GPU 
[4]. However, in some cases, only a laptop equipped 
with a budget GPU for a certain program model is 
exploited. With respect to the scheme of the program 
model on the budget, we attempt to resolve the 
modeling issues with a specified strategy combining 
small human demonstrations and preferences similar to 
research [8]. 

Therefore, we suggest to make an RL scheme with 
the bottommost computational resources. For complex 
real-world problems, some program model requires a 
comparatively high level of human expert interactions 
and the expert knowledge for identifying useful data 
and patterns. However, a learning from human 
feedback such as expert demonstrations and trajectory 
preferences can occur an expensive process of 
computer [8]. When a program model provides some 
human expert information, we can exploit manually- 

specified reward functions or expert demonstrations [5]. 
Therefore we take advantages of a basic RL [1][2] in 
the framework of Markov decision process (MDP), 
which is a Markov reward process with decisions. 
MDP model is a decision-making process using 
probability [1][2]. 

As reinforcement learning (RL), particularly policy 
gradient (PG) strategy [1][2] goals optimizing policy 
and modeling directly. PG is modeled with 
parameterized-function respect to  ,     [1][2] 
where   is  parameters for the best optimized policy, 
 . In PG strategies, the model can learn directly the 
policy function mapping state, s to action, a not based 
on a value function. One of big issues with 
value-based strategies known as Q-learning [5][6] is 
they can be oscillated during training, given to a big 
variance. Because of the selection of action, strategies 
can change extremely for an arbitrarily small change 
in the estimated action values. However, also PG 
strategies have a big disadvantage, such as following 
on the gradient for the best parameters. 

Therefore,  PG strategies can experience a smoother 
update at each step and because of that, they can 
guarantee to converge on a local maximum or global 
maximum. It cannot guarantee all-global maximum. It 
can be certainly to converge on a local maximum 
rather than on the global optimum. So, the deep 
learning approaches can help to reach the global 
maximum, which can converge slower and take longer 
to train. Similar to deep Q-learning research [9], we 
can utilize non-symmetric deep auto-encoder. The deep 
learning is the advanced sub-sets of machine learning, 
that can overcome some of the limitations of shallow 
machine learning [9][10]. It has potential for 
facilitating a deeper analysis of data-sets and faster 
identification of any feature patterns. Our proposed 
model, similar to [9], has capable of facilitating a 
deeper learning model of environment, particularly, 
from OpenAI Gym interfaces.

In this paper, we employ a definition of one of PG 
strategies, Actor-Critic [1][2] with non-symmetric deep 
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auto-encoder to find an optimal behavior strategy for 
the agent to obtain optimal rewards with bottommost 
environmental resources. As similar in [11], the 
auto-encoder can work as a generator of model. 

Therefore, the framework of our proposed model 
attempts to achieve the powerful learning capabilities 
with the minimum requirement in challenging 
environments because input data-sets from OpenAI 
Gym will have a wider diversity [12]. The proposed 
model emulates the environment with OpenAI Gym 
[3][7]. Similar to recent research in [8], we evaluate 
practically our model using TensorFlow [13] and 
Keras [14]. Algorithm comparisons show that the 
proposed model demonstrates improvements with the 
minimum limit over the developed deep neural network.

The rest of the paper is organized as follows. The 
background methods are in Section 2. Section 3 
describes the proposed algorithm and experimental 
results and comparison. Finally, we conclude our work 
in Section 4.

Ⅱ. Background

In RL, agent acts stochastically by choosing actions 
in an environment to make a maximum cumulative 
reward. The problem of RL follows MDP comprising 
a state s, an action a, an initial state distribution  
 , a state transition distribution   
over the trajectory   and reward 
function   ×→  [15]. A policy is stochastic for 
selecting actions in the MDP and denoted by 
  → , where   is the set of probability 
on   and ∈   is a vector of  parameters, and 
  is the conditional probability at . The 
agent uses its policy for interacting the MDP over the 
trajectory [15]. The return  is the total discounted 

reward from time-step ,  
 

∞

 , where 

    [15]. The expected total reward is
   

   and      

   [15]. The goal of the agent is to obtain a 

policy maximizing the reward by  . With 
the density distribution→′  and the state 

distribution  ′  


  

∞

→′  

[15], the performance objective is 

  





 J(πθ)    (1)  

        ∼  ∼                 

where ∼ ∙ is the expected value over the 
discounted state distribution  . 

The basic idea behind the PG is to adjust the 
parameters   of the policy in the direction of the 
performance gradient    [15]. The fundamental 
result is 

 


 


 
  (2)  

        
∼

∼
log 

        

One issue of the PG is that it must address how to 
estimate the action-value   . One simplest 
method is to exploit a sample return   to estimate 

the value of   . An off-policy actor-critic is 
useful to estimate the PG over the trajectories sampled 
from a distinct policy ≠   . In the 
off-policy actor-critic, the performance is modified to 
become the value function of the target policy [15].

  


      (3)

   




   
       

Differentiating the performance and applying an 
approximation makes the off-policy policy-gradient [15] 

 ≈




  
  (4)  


∼

∼





 

 
log 





 (5)  
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This approximation are according to the action-value 
gradient    [15]. The off-policy actor-critic 
uses a policy   to generate trajectories. 

Ⅲ. The Proposed Algorithm

In this section, we propose a definition of one of 
PG strategies, Actor-Critic with non-symmetric deep 
auto-encoder to find an optimal behavior strategy for 
the agent to obtain optimal rewards with the 
bottommost environmental resources. In deep learning 
researches, the specific strategy of a model has been 
dictating its success. However, research studies are 
unable to explain what makes a successful deep 
learning architecture. Our purpose has been shown that 
despite of being succeeded in terms of deep learning, 
there is still room for improvement, in particular, such 
as the minimum requirement of resources. Although, 
the theoretical approaches are seldom in terms of 
success of deep learning, so many empirical results, 
such as the research [9] show that it is worth to keep 
exploiting the deep learning. Because RL is popular 
unexpectedly, combining the deep learning area and 
RL is still in an on-going development stage. Most 
recent research groups are experimenting on combining 
various algorithms (e.g. training, optimization, 
activation and classification) and layering approaches to 
produce the most accurate and efficient solution for 
specific data-sets [4]-[6]. 

Therefore, the proposed non-symmetric deep auto- 
encoder learning model with Actor-Critic can make a 
valid contribution to both deep learning [9][10] and 
RL [1][2]. Our model is based on the PG of RL for 
achieving the best learning performance continuously 
in a control-based program model using small human 
demonstrations and preferences similar to [8] in a 
budget resource. The proposed PG model can take 
actions for higher learning performance in those 
resources. 

Fig. 1 shows the comparison between the non- 
symmetric deep auto-encoder and the typical deep 
auto-encoder. Fig. 2 shows the comparison between (a) 

the normal deep neural network [18] and the non- 
symmetric deep auto-encoders (NDAE) [9] for our 
deep learning model combined with Actor-Critic [1][2]. 
Fig. 3 shows the proposed Actor-Critic with NDAE. 
The NDAE has three hidden layers, with each hidden 
layer using the different number of neurons as that of 
features. 

(a) (b)
Fig. 1. (a) Non-symmetric deep auto-encoder in [9],

(b) Typical deep auto-encoder

(a)

(b)
Fig. 2. (a) Deep neural network in [18],

(b) Non-symmetric deep auto-encoder in [9] for our
proposed model

Fig. 3. Proposed actor-critic with NDAE
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This proposed model exploits the NDAE, which 
features non-symmetrical multiple hidden layers 
introduced by [9]. Given by the learning architecture, 
it is possible to reduce both computational resources 
with minimum computational resources in a budget 
resource. There are input vectors to NDAE, the states, 
the output, and the Q-values for each action. The 
reward for every action,     
following the equation in [9].

The difference between the Q-values predicted by a 
deep neural network and the target Q-values given by 
the PG equation is considerable to be the error (or 
loss function) of prediction by the deep neural 
network. However, the proposed NDAE would have 
adjusted its weights to predict correct    values, 
so that the agent would be able to act with optimal 
policies in any given state. 

The proposed NDAE to learn    values are 
implemented using TensorFlow [13] and Keras [14]. 
The proposed model emulates the environment with 
OpenAI Gym and takes actions such as “left” or 
“right” and receives rewards from the simulated 
environment such as positive rewards for “success” 
and negative rewards for “fail” for better training 
results. Because our proposed model is relying on the 
OpenAI Gym, the states of the environment are from 
data-sets in CartPole-V1 and rewards are from the 
same environment by calculating all sums of the 
difference expectations of NDAE as an approximation 
function. 

Fig. 4 shows comparison between the normal deep 
neural network (DNN) with Actor-Critic and the 
non-symmetric deep auto-encoder (NDAE) with Actor- 
Critic in “CartPole-v0”. The maximum number of 
episodes is 500, which is for prevention of a 
unlimited run. In terms of the worst cases, both DNN 
and NDAE are similar. DNN and NDAE could not 
reach the topmost reward, 500 in a row until the end 
of episodes. However, in terms of best cases, our 
proposed model NDAE with Actor-Critic is shorter 
than DNN with Actor-Critic. However, in most cases, 

which means the normal cases, there is a tiny 
difference between DNN and NDAE. 

Because of randomness of runs in the RL, our 
major concerns focus on the qualitative differences, 
not the quantitative ones. Our next step is that we 
attempt to find out the perturbed variables in terms of 
hyper-parameters for the optimized policy,  . Table. 1 
shows the quantitative comparison of DNN and 
NDAE. Most cases are similar. However, in therms of 
“in score 150”, NDAE is better than DNN. 

  

(a) (b)

(c) (d)
Fig. 4. Comparison between the worst cases (a) and (b)

and the best cases (c) and (d)
(a) Best case of deep neural network, (b) Best case of
non-symmetric deep auto-encoder, (c) Worst case of
deep neural network, (d) Worst case of non-symmetric

deep auto-encoder

Table 1. Quantitative comparison of (a) Deep neural
network and (b) Non-symmetric auto-encoder

The best cases
(in between
100&200)

The Ave. cases
(in between
300&500)

The worst cases
(Never ending until
max score 500)

(a) 12%, (b) 12%
(a) 86%,
(b) 86%

(a) 2%,
(b) 2%

In score 150,
(a) 40%, (b) 60%

Ⅳ. Conclusion

We have suggested an Actor-Critic, one of PG 
strategies with a non-symmetric deep auto-encoder 
(NDAE) for a control-based program model by using 
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OpenAI Gym environment. The Actor-Critic based on 
RL with non-symmetric deep auto-encoder is trained 
with the minimum computational resources by using 
only a laptop with a GPU. There have been 
researches for the better results, however, there is still 
room for improvement, in particular, such as 
combining small human demonstrations and preferences 
into the simulation environment for better exploration. 
Our proposed model demonstrates improvements with 
the minimum limit over the previously developed deep 
neural network combined Actor-Critic.
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