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Ⅰ. Introduction

In the field of biology, considerable effort has been 
devoted to understanding the onset and treatment of 
diseases, where identifying disease-related genes is 

particularly important for understanding disease 
mechanisms and treating patients. For decades, 
researchers have proposed approaches for identifying 
disease-related genes. Because wet-lab experiments are 
time-consuming and expensive, performing research on 
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Abstract

Identifying disease-related genes is essential for understanding disease mechanisms and treating patients. Because 
wet-lab experiments are time-consuming and expensive, studies that use text mining have been increasing. In this 
paper, we propose a method to predict novel disease-related genes based on GloVe. Existing word embedding-based 
methods do not consider a characteristic of word embedding, so it is difficult to reproduce the experiment. However, 
the proposed method converges to a certain result through repeated experiments, it is possible to reproduce and more 
accurate. Furthermore, the proposed method can predict genes that are highly related to disease among genes that are 
not predicted by the existing methods and discover novel relationships based on daily produced bibliographic data. 

요  약

질병 관련 유전자를 식별하는 것은 질병 메커니즘을 이해하고 환자를 치료하는 데 필수적이다. 생물학적 실

험은 시간과 비용이 많이 들기 때문에 텍스트 마이닝을 사용하는 연구의 수가 증가하고 있다. 본 연구는 

GloVe기반으로 새로운 질병 관련 유전자를 예측하는 방법을 제안한다. 기존의 단어 임베딩 기반의 질병 연관 

유전자 추론 방법들은 단어 임베딩의 특성을 고려하지 않았기 때문에 실험을 재현하기 매우 어렵다. 하지만 

제안된 방법은 반복 실험을 통하여 일정한 결과에 수렴하기 때문에 실험 재현이 가능하며 기존 방법보다 정확

하다. 마지막으로, 제안된 방법은 기존 방법에 따라 예측되지 않은 유전자 중 질병과 관련성이 높은 유전자를 

예측할 수 있으며 계속해서 업데이트 되는 유전자-질병 연관을 통하여 새로운 관계를 발견할 수 있다.
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all combinations of gene-disease associations is 
difficult [1]. Recently, studies using data mining-based 
computational methods have attempted to infer the 
relationships between genes and diseases and to 
predict novel associations. As the amount of available 
public data increases, computational methods can be 
used to acquire information more efficiently compared 
to traditional approaches [2]-[4].

Liu et al. proposed a method to construct a human 
brain-specific gene network by combining various 
genomic and proteomic data and to discover candidate 
genes sensitive to brain diseases [5]. They collected 
public microarray data, co-citation and protein-protein 
interaction (PPI) between brain genes for the human 
brain, and then built an integrated network based on 
the Bayesian statistical model. They identified crucial 
genes based on seed genes for specific diseases in the 
network and constructed a sub-network of those 
diseases using high-score interactions between genes. 
They predicted 46 susceptibility genes for Alzheimer’s 
disease and identified 23 genes as known genes 
related to this disease.

The goal of biomedical research is to discover 
novel and advanced biological information and apply 
this information to disease diagnosis, prevention, and 
treatment [6]. Text mining, which is the process of 
discovering interesting patterns or obtaining information 
from vast amounts of unstructured data, is an 
appropriate approach to accomplish such a task [7][8]. 
Text mining-based approaches can consistently acquire 
novel information considering that more than 100,000 
sets of textual data are generated per day. In 
particular, various studies based on text mining have 
been proposed to discover gene-disease associations [9].

Kim et al. proposed a method to identify 
disease-related genes using Google search results and 
literature data [10]. From the literature, they collected 
sentences containing references to specific diseases and 
constructed a network by measuring the co-occurrence 
frequency of two genes. A node is a gene, and an 
edge is a co-occurrence frequency of two connecting 

genes in the network. They employed the Google 
search engine to measure the number of documents 
containing references to the two genes. They used the 
gene symbol as referenced in the literature as well as 
the full name of the gene derived from a Google 
search engine to measure the co-occurrence. They 
normalized the measured frequency and Google search 
results to a Z-score and then integrated and used two 
normalized scores to predict the candidate disease- 
related genes.

Word embedding (or word representation) is a 
natural language processing approach based on a 
neural network in which words are mapped to vectors 
of real numbers. Word embedding reflects the meaning 
and syntax of individual words in a low dimension 
[11]. Dimension reduction can help to overcome the 
sparsity of data, which is one of the limitations of 
traditional text mining approaches. Moreover, this 
approach is used to solve a variety of problems such 
as text classification and semantic analysis, as words 
in a vector space can be identified by word groups 
having similar meanings [12].

Koiwa et al. proposed a method of extracting 
disease-related genes from the literature using 
word2vec [13]. From the literature, they collected titles 
and abstracts about "schizophrenia", which is a 
psychiatric disorder from literature. They performed 
vectorization using a skip-gram, which is the one of 
the algorithms that execute word2vec. They then 
identified the top 10 words most similar to each 
known gene and predicted the gene symbols that 
emerged from the top words as candidate disease- 
related genes for schizophrenia. They predicted 62 
novel disease-related genes using 461 known genes. 
They measured the classification performance using 
microarray data on schizophrenia to verify the validity 
of candidates.

Existing word embedding-based disease-related gene 
inference methods do not take into account the 
randomness of the initial embedding position, which is 
one of the characteristics of word embedding, so it is 
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very difficult to reproduce the experiment. However, 
because the proposed method converges to a certain 
result through repeated experiments, it is possible to 
reproduce the experiment and it is more accurate than 
the existing method. The proposed method can predict 
genes that are highly related to disease among genes 
that are not predicted by the existing methods. 
Furthermore, the proposed method can continuously 
update gene-disease associations and discover novel 
relationships as considerable amount of bibliographic 
data are being produced daily. 

Ⅱ. Materials and Methods

In this paper, we propose a method to predict 
novel disease-related genes using a vast amount of 
biological literature based on GloVe, one of the word 
embedding algorithms. GloVe integrates the 
characteristics of global matrix factorization (e.g., 
latent semantic analysis) and local context window 
methods (e.g., skip-gram) [14]. Global matrix 
factorization methods measure the word frequency in 
documents or sentences, where a row lists words and 
a column lists documents or sentences. These methods 
use statistical information but have difficulty in word 
analogy. Local context window methods predict target 
words by considering context words. These methods 
are strong for analogy but are limited by the fact that 
global frequency cannot be considered. GloVe is an 
algorithm that considers both the global frequency of 
words and the frequency within a context window. 
This method thus overcomes the limitations of existing 
methods. We collect sentences containing references to 
a specific disease from the abstracts of the literature 
and construct word vectors using GloVe. On the basis 
of known disease-related genes and the rest of the 
genes, we separate word vectors into gene vectors and 
seed vectors. We construct a gene-seed matrix by 
measuring the similarity between gene vectors and 
seed vectors. We calculate the sum of the similarities 
with the seed genes included in each gene in the 

gene-seed matrix and normalize the values of the 
genes to ranking. Since GloVe changes the result of 
the word vectors each time it is trained, these 
processes are repeated, and the total ranking is 
calculated and normalized to a value between 0 and 1. 
We predict candidate disease-related genes based on 
normalized total ranking. Fig. 1 shows the system 
overview of this paper. 

2.1 Data description

PubMed is a database that provides literature data 
on various biomedical fields such as biomedicine, 
health, chemical science, and bioengineering [15]. 
Literature data are provided in XML format and 
include the title, authors, publication date, journal 
name, and abstract of each document. In this paper, 
we used only the abstracts from the literature. We 
collected 17,731,111 abstracts from 972 XML files 
provided by PubMed. 

To identify a sentence containing reference to a 
disease, we needed the data regarding the name of the 
disease. We collected the official disease names and 
their synonyms from the Disease Ontology database 
[16][17]. Disease Ontology is a standardized ontology 
for human diseases that provides human disease terms, 
characteristics, and medical disease-associated vocabularies. 
We collected names and synonyms for specific 
diseases to verify the proposed method.

To extract gene vectors and seed vectors from 
word vectors, we collected gene symbols and known 
disease-related genes from the HUGO Gene 
Nomenclature Committee (HGNC) and Online 
Mendelian Inheritance in Man (OMIM) [18][19]. 
HGNC is a database that allows explicit scientific 
communication by providing a various information 
about genes. In this paper, we used 41,768 approved 
gene symbols out of 43,768 HGNC gene except 1,479 
withdrawn symbols. Withdrawn gene symbols refer to 
a previously approved HGNC symbol for a gene that 
now has a different approved symbol. 
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Fig. 1. System overview

OMIM is a comprehensive public database of 
human genes and genetic phenotypes. We defined 
known disease-related genes from OMIM as seed 
genes and used them to extract seed vectors from 
word vectors. Gene symbols constituting gene vectors 
and gene symbols constituting seed vectors did not 
overlap each other.

DisGeNet is a public database that contains 
information on disease-related genes and genetic 
mutations for human disease [20][21]. This database 
contains two categories of gene-disease associations, 

curated and text mining-based associations. Curated 
gene-disease associations are collected from UniProt, 
PsyGeNET, Orphanet, CGI, CTD, ClinGen, and the 
Genomic England PanelApp. We used curated 
gene-disease associations as classification label to 
validate the proposed method.

2.2 Extracting disease sentences

Sentences containing disease names were required 
for this paper. We collected abstracts from PubMed 
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and separated them into sentence unit. For the purpose 
of separation, we used sentence boundary detection 
(SBD), which is a method of determining the 
beginning and end of a sentence in natural language 
processing [22][23]. Paragraphs were divided into 
sentences while considering the ambiguity of 
punctuation such as abbreviations and decimal points. 
Then, we extracted sentences containing references to 
specific disease names from the preprocessed 
sentences. We used the official disease name and its 
synonyms as given in the Disease Ontology database.

2.3 Constructing word vectors using GloVe

Using GloVe, we constructed word vectors based 
on the sentences collected for each disease. GloVe 
consists of three main phases: 1) Construct word 
co-occurrence matrix  .   is the frequency at 
which words  and  appear in the context. The 
window size of the context can be adjusted during 
frequency measurement. If the distance between the 
two words is long, lesser weight is given. 2) Define 
soft constraints for each word pair, which is shown in 
Equation 1. 


  log             (1)

Soft constraints are particularly useful to model and 
solve over-constrained and preference-based problems 
[24]. In Equation 1,   is a vector for the main 
word,  is a vector for the context word,    and  
and   are biases for main and context words, 
respectively. 3) Define the cost function, which is 
shown in Equation 2. 

 
  




  



 
 log

 (2)  

 is a weighting function applied to extremely 
frequent word pairs in Equation 2.  is weighted 

based on the condition of Equation 3. 

 











max


 if   max

 

            (3)  

In Equation 3, the default values for max  and   
are 100 and 3/4. GloVe generates two different word 
vectors,    and . If    is a symmetric matrix,  
  is the same as , and these matrices possess 
the properties whereby they differ only in terms of 
the results of random initialization. Consolidating the 
results of learning multiple instances of a network in 
a particular neural network can reduce overfitting and 
noise, thus improving results [14][25]. Therefore, we 
used the sum of    and  as the final vector in 
this paper.

GloVe requires various parameters for constructing 
word vectors. Window size refers to the range of 
words to be included in the context. For example, if 
the window size is 3, three words before and after 
the target word are considered. Vector size represents 
the dimension of the word vector. The larger the 
vector, the more accurate is the representation. 
However, the learning process requires considerable 
time. Minimum frequency refers to the minimum 
number of occurrences required for a word to be 
included in a word vector [26]. We constructed word 
vectors using "text2vec," which is an R package [27]. 
We derived the optimal parameters of GloVe from 
researches of Pennington et al. and Chiu et al [14][26].

2.4 Separating word vectors into gene and

seed vectors

We separated word vectors that were built on 
sentences for a disease into gene and seed vectors. 
Gene vectors were composed of the same words as 
HGNC gene symbols among the words constituting 
word vectors. Seed vectors were constructed by the 
same words with known disease-related genes in 
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OMIM for a disease among the words constituting 
word vectors. Gene symbols constituting gene vectors 
and seed vectors did not overlap each other. Fig. 2 
shows the process of separating word vectors into 
gene and seed vectors for breast cancer.

In Fig. 2,   is a dimension in the word vectors. 
"A1BG" is the gene included in the HGNC gene 
symbol and "BRCA2" is the gene associated with 
breast cancer collected from OMIM. "BRCA2" is a 
gene included in HGNC, but it is not included in 
gene vectors because it is a gene constituting seed 
vectors. The word "cancer" is not considered in 
constructing either gene or seed vectors because it 
does not appear in the HGNC and OMIM. 

2.5 Calculating similarities between gene and

seed vectors

We measured similarity between gene and seed for 
a disease using gene vectors and seed vectors. It is 
based on the precondition that if a gene is similar to 
a seed, the gene is likely to be a candidate 
disease-related gene. We calculated the similarity by 
measuring cosine similarity. Equation 4 is the formula 
for calculating the similarity between gene and seed 
using their vectors. 

cos 





  



 




  



 



  




         (4)

In Equation 4,  is the gene,   is the seed, and 
  is the number of dimensions in word vectors. We 
measured the similarity of all gene pairs in gene 
vectors and seed vectors using Equation 4 and 
constructed a gene-seed matrix.

2.6 Integrating similarities and normalizing to

ranking

After the gene-seed matrix was constructed for a 
disease, we measured the average of all similarities for 
each gene and ranked.

Since the distribution of measured similarities 
differs for each seed, we normalized the mean of 
similarities to ranking. We assigned higher value of 
ranking to gene with higher mean similarity to seeds, 
and lower value of ranking to gene with lower mean 
similarity. In the case of 10 genes, for example, 10 is 
assigned to the gene having the highest mean 
similarity and 1 is assigned to the gene having the 
lowest mean similarity.

Fig. 2. Process of separating word vectors into gene and seed vectors
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2.7 Increasing and normalizing total ranking for

each gene
 

Because word vectors are constructed differently 
each time when the model is trained, the similarities 
are calculated differently. It causes bias in the overall 
experimental results. In order to overcome this 
limitation, we repeated the process from constructing 
word vectors to integrating similarities and normalizing 
to ranking. The more iterations, the greater the accuracy 
of the results, but it increases the time required for the 
experiment. In this study, we repeated the preceding 
phases 30 times. We measured the total ranking for 
the genes calculated over 30 iterations and normalized 
the total ranking to a value between 0 and 1.

2.8 Predicting candidate disease-related genes

We constructed a classifier to predict disease-related 
genes using normalized total ranking. First, we sorted 
the normalized total ranking in descending order. We 
assigned "True" class label to gene with values greater 
than 0.5 and "False" to genes with values less than 
0.5. Next, we measured the classification performance 
by increasing and decreasing the value by 0.05 
starting at 0.5. We named the "True" class threshold 
as the positive threshold and "False" as negative 
threshold. Of all the combinations of positive and 
negative thresholds, we identified the thresholds with 
the highest AUC and used this case as a classifier to 
predict disease-related genes. Because the combination 

of thresholds with an AUC of 1 can occur when there 
is a small number of data while measuring 
classification performance, the combination with the 
highest AUC with a less than 1 is used as the 
thresholds of the classifier. Fig. 3 shows the process 
of identifying the optimal thresholds for constructing 
the classifier.

In Fig. 3, Ga,…,Gz and NTRa,…,NTRz are genes 
and their values sorted in descending order of 
normalized total ranking. The red dotted line is the 
portion where the normalized total ranking is 0.5. The 
blue line is positive threshold and the green line is 
negative threshold.   is an AUC value for 
positive threshold   and negative threshold . AUC 
was measured as the threshold was adjusted, and the 
combination with the highest AUC value other than 1 
was used as the positive and negative thresholds for 
classifying disease-related genes. While adjusting the 
positive threshold and the negative threshold by 0.05 
each, AUC was measured for all combinations, and 
the optimal threshold was specified for the highest 
AUC.

Ⅲ. Results and discussion

3.1 Experimental data

To evaluate the proposed method and predict novel 
disease-related genes, we selected cancers that could 
be applied to the proposed method out of 36 cancers 
with high frequency in 185 countries [28]. 

Fig. 3. Process of identifying the optimal positive and negative threshold
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We chose diseases under the condition that 1) 
disease-related genes should be provided in OMIM 
and 2) more than five seeds should appear in word 
vectors constructed from disease sentences. In other 
words, we only selected disease for which there is a 
sufficient number of seeds. We collected sentences 
from PubMed that include lung cancer, breast cancer, 
prostate cancer, colon cancer (and colorectal cancer), 
stomach cancer, liver cancer, and bladder cancer 
among 36 cancers. Table 1 shows the number of 
sentences containing each disease.

While constructing the word vectors, we applied the 
optimal parameters in Table 2 to model training 
process of GloVe.

Table 1. Number of sentences for each disease

Disease Number of sentences
Lung cancer 153,182
Breast cancer 369,092
Prostate caner 137,177
Colon caner 41,398
Colorectal cancer 85,842
Stomach cancer 80,374
Liver cancer 15,134
Bladder cancer 31,687

Table 2. GloVe parameter

Parameter Setting
Window size 2
Vector size 200
Minimum frequency 5
max 100
 0.75
Learning rate 0.05
Iteration 50

3.2 Optimal positive and negative threshold

We tuned the positive and negative threshold for 
each disease to identify optimal thresholds and 
construct a classifier with highest AUC score. Table 3 
shows the optimal threshold of the positive and 
negative, and AUC for the combination of the 
thresholds for each disease.

For each disease, we assigned "True" label to genes 
with a value greater than the positive threshold and 
"False" label to genes with a value less than the 
negative threshold in Table 3.

Table 3. Optimal thresholds and AUC for each disease

Disease Positive
threshold

Negative
threshold AUC

Lung cancer 0.9 0.1 0.971
Breast cancer 0.8 0.1 0.75
Prostate caner 0.9 0.1 0.914
Colon caner 0.8 0.1 0.906
Colorectal cancer 0.7 0.1 0.833
Stomach cancer 0.7 0.1 0.886
Liver cancer 0.65 0.1 0.833
Bladder cancer 0.75 0.1 0.778

3.3 Comparison with other methods

We compared the classification performance of the 
proposed method with those of other disease-related 
gene inference methods, such as DTMiner and RENET 
[29][30]. DTMiner is an approach to assessing how 
closely a gene-disease pair is related from a sentence 
in which genes and diseases appear simultaneously 
based on NER (Named entity recognition). RENET is 
a gene-disease inference method that considers 
classification at both sentence and document-level. 
RENET infers true associations among candidate 
gene-disease associations through the NER and RE 
(Relation extraction) steps. We constructed a confusion 
matrix based on the predicted true/false associations 
for each disease and curated gene-disease associations 
collected from DisGeNet, and measured the precision, 
recall and F-score for each method and compared the 
classification performance. Fig. 4 shows the confusion 
matrix, and Equation 5, 6, and 7 show the precision, 
recall, and F-score, respectively.

Fig. 4. Confusion matrix
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Pr 

                          (5)

 

   

                             (6)

 

 Pr 
× Pr×            (7) 

We confirmed that the proposed method has higher 
classification performance than the existing methods 
for seven diseases except liver cancer through Table 4. 
Liver cancer has much fewer disease sentences than 
other diseases as mentioned in Table 1, so we 
confirmed that liver cancer has low performance 
because the number of sentences is not enough to 
construct word vectors.

We compared the classification performance of the 
proposed method and the network-based disease 
association inference method. PRINCIPLE prioritizes 
disease-related genes based on closeness in a PPI 
network for disease query, and this method is 
executed as a plug-in to the Cytoscape [31]-[33]. 

We compared the classification performance for six 
of the eight diseases that resulted in PRINCIPLE. In 
PRINCIPLE, we collected the top 100 genes and their 
scores most relevant to each disease, and we assigned 
DisGeNet curated gene-disease associations as class 

labels. Fig. 5 shows the AUC comparison between 
PRINCIPLE and the proposed method. 

We confirmed that the classification accuracy of the 
proposed method for five of the six disease is high 
from Fig. 5.

Table 4. Precision, recall, and F-score for each method

Disease Method Precision Recall F-score

Lung
cancer

Our 0.667 1 0.8
RENET 0.4 0.667 0.5
DTMiner 0.5 0.818 0.621

Breast
cancer

Our 0.738 0.756 0.747
RENET 0.569 0.635 0.6
DTMiner 0.571 0.706 0.632

Prostate
caner

Our 1 0.818 0.9
RENET 0.71 0.759 0.733
DTMiner 0.657 0.697 0.676

Colon
caner

Our 1 0.75 0.857
RENET 0.6 0.3 0.4
DTMiner 0.5 1 0.667

Colorectal
cancer

Our 0.857 0.75 0.8
RENET 0.382 0.722 0.5
DTMiner 0.395 0.882 0.545

Stomach
cancer

Our 0.857 0.857 0.857
RENET 0.714 0.833 0.769
DTMiner 0.6 0.6 0.6

Liver
cancer

Our 0.333 0.667 0.444
RENET 1 1 1
DTMiner 0.75 0.75 0.75

Bladder
cancer

Our 0.667 0.667 0.667
RENET 0.364 0.9 0.5
DTMiner 0.3 0.6 0.4

Fig. 5. AUC comparison between PRINCIPLE and the proposed method
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PRINCIPLE requires disease-disease similarity and 
known gene-disease associations to construct the 
network. The proposed method has the advantage the 
no additional information about the disease or gene is 
needed because only known disease-related genes are 
considered to infer novel disease-related genes.

3.4 The number of predicted disease-related

genes

We compared the number of disease-related genes 
for each disease predicted by the proposed method 
with RENET and DTMiner. We compared the number 
of genes inferred in each method for seven diseases 
except liver cancer, which had the lowest classification 
performance of the proposed method. Fig. 6 shows the 
Venn diagram for the predicted number of genes for 
seven diseases.

In Fig. 6, the red area represents the number of 
predicted disease-related genes by RENET, the blue 
represents DTMiner, and the green represents the 
proposed method. Because RENET and DTMiner are 
sentence-level approaches, we confirmed that most of 

the disease-related genes predicted by the two methods 
overlap. The proposed method predicts fewer number 
of genes in total, but more genes in its own.

3.5 Literature-based evaluation of novel

disease-related genes

We made a literature-based evaluation of novel 
disease-related genes inferred for breast cancer. We 
predicted 11 novel genes for breast cancer. Table 5 
shows the novel disease-related genes, descriptions, 
and PMIDs for breast cancer discovered by the 
proposed method.

Ⅳ. Conclusion

We proposed a novel method for predicting 
disease-related genes from a vast amount of 
biomedical literature based on GloVe. We constructed 
word vectors using sentences containing disease and 
constructed a classifier based on the similarity between 
gene vectors and seed vectors. 

(a) Lung cancer (b) Breast cancer (c) Prostate cancer (d) Colon cancer

(e) Colorectal cancer (f) Stomath cancer (g) Bladder cancer
Fig. 6. AUC comparison between PRINCIPLE and the proposed method
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Table 5. Descriptions of novel disease-related genes for breast cancer

Gene Description PMID

APC
Furthermore, APC mutations were observed at a significantly high frequency in advanced stages
of primary breast cancers (TNM classification, P < 0.05; T category, P < 0.01).

10854222

BRMS1
The breast cancer metastasis-suppressor gene BRMS1 is downregulated in metastatic breast
cancer cells.

15252837

CD44
Collectively, these unique results strongly implicate the central role of HAS2 in the initiation and
progression of breast cancer, potentially highlighting the co-dependency between HAS2, CD44, and
HYAL2 expression.

16024615

ERCC1
Detecting ERCC1 overexpression is important in considering treatment options for triple negative
breast cancer (TNBC), and in conducting and interpreting trials that search to find specific
chemotherapy regimens for TNBC.

22740205

FAS
Our results suggest that functional polymorphisms in the death pathway genes FAS and FASL
significantly contribute to the occurrence of breast cancer.

22740964

MET
Frequent outlier kinases in breast cancer included therapeutic targets like ERBB2 and FGFR4,
distinct from MET, AKT2, and PLK2 in pancreatic cancer.

23384775

MUC1
Mucin 1 (MUC1) is aberrantly overexpressed in about 90% of human breast cancers, and the
oncogenic MUC1-C subunit is associated with ER α.

23538857

MYC
Thus, we found MYC overexpression and poor prognosis in sporadic breast cancer with BRCA1
deficiency.

23860775

PIP
This paper suggests that PIP is required for cell cycle progression in breast cancer and provides
a rationale for exploring PIP inhibition as a therapeutic approach in breast cancer that can
potentially target microtubule polymerization.

24862759

STS
Hormone-dependent breast cancer (HDBC) may be more effectively treated by dual inhibition of
aromatase and steroid sulfatase (STS), and several dual aromatase-sulfatase inhibitors (DASIs)
have been recently reported.

24900302

XRCC1
Key base excision repair (BER) proteins, including XRCC1, APE1, SMUG1,and FEN1, were
independently associated with poor breast cancer-specific survival (BCSS) (ps≤0.01).

25111287

We evaluated the proposed method with various 
diseases and derived candidate disease-related genes 
for breast cancer among these diseases.

We confirmed that the proposed method outperforms 
existing literature-based disease-related gene inference 
methods. Existing word embedding-based disease- 
related gene inference methods do not take into 
account the randomness of the initial embedding 
position, which is one of the characteristics of word 
embedding, so it is very difficult to reproduce the 
experiment. However, because the proposed method 
converges to a certain result through repeated 
experiments, it is possible to reproduce the experiment 
and it is more accurate than the existing method. The 

proposed method can predict genes that are highly 
related to disease among genes that are not predicted 
by the existing methods. Furthermore, the proposed 
method can continuously update gene-disease 
associations and discover novel relationships as 
considerable amount of bibliographic data are being 
produced daily.

However, the proposed method has the limitation 
that the experiment can be performed only for 
diseases with a sufficient number of seeds. Eight out 
of 36 cancers could be used for this paper. In future 
research, we will apply an approach to derive novel 
disease-related genes, regardless of the number of seed 
for the disease.
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