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            Abstract
          
        

        
          This study proposes a method of resolving a drawback of the MAC protocol in IEEE802.11 that lowers the efficiency of network medium occupation due to the network allocation vector (NAV) of surrounding nodes in the event of clear to send (CTS) loss of the destination node. This method broadcasts a frame that resets the NAV of the surrounding nodes when the source node recognizes a CTS reception failure. As a result, the surrounding nodes, which had deferred medium occupation due to the preset NAV, can respond quickly to the network situation and attempt to occupy the medium. The problem can cause greater waste in an infrastructure where multiple mobile nodes are connected to one Access Point (AP). Because every node wants to communicate with the AP, when the duration in which they cannot communicate with the AP increases due to the AP already being occupied, all the nodes in the basic service set (BSS) must defer communication. In this study, therefore, a MAC protocol to solve this problem is proposed, and the proposed protocol has been simulated in an infrastructure network to evaluate its performance. The experiment conducted for NS2 in this study confirmed that the proposed method had a higher throughput and a lower delay than those of the existing 802.11 MAC protocol and related studies.

        

        
          
            초록
          
        

        
          본 논문에서는 IEEE802.11의 MAC 프로토콜에서 목적지 노드의 CTS 손실시 주변 노드의 NAV로 인해 네트워크 매체 점유의 효율을 저하시키는 단점을 해결하는 기법을 제안한다. 원천 노드에서 CTS 수신의 실패를 인지하면 자신의 주변 노드의 NAV를 재설정 해주는 프레임을 브로드캐스트 하게했다. 이를 통해 기설정된 NAV로 인해 매체 점유를 연기했던 주변 노드들은 네트워크 상황에 빠르게 대응하여 매체 점유를 시도할수 있었다. 문제되는 상황은 특히 하나의 AP에 다수개의 모바일 노드가 연결된 인프라 구조(infrastructure) 상황에서 더 큰 낭비를 불러일으킬 수 있다. 모든 노드가 AP와 통신을 원하기 때문에 AP와의 통신을 하지 못하는 시간이 길어질수록 BSS(Basic Service Set)내의 노드들 모두가 통신을 미뤄야하기 때문이다. 따라서 본 논문에서는 이에 대한 문제를 해결하는 MAC 프로토콜을 제안하고, 제안된 프로토콜의 성능 평가를 위해서 인프라구조(infrastructure) 네트워크에서 시뮬레이션을 실시했다. 본 논문에서 NS2에 실시한 실험을 통해 기존의 802.11 MAC 프로토콜 및 관련 연구의 결과보다 높은 처리량과 낮은 지연 값을 가짐을 확인했다.
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      Ⅰ. Introduction
      IEEE802.11[1], which details the MAC protocol for wireless networks, is a protocol for efficient data communication among multiple nodes through the same channel. Unlike a wired network, a wireless network operates in half-duplex mode, making it difficult to detect collisions and lowering the data rate. Furthermore, a wireless network has a high possibility of data communication failure due to causes such as noise, offset, and fading. For this reason, it is critical to achieve successful data communication with minimum attempts in order to improve the efficiency of a wireless medium. Furthermore, it is crucial to accurately specify detailed protocol to support successful communication with no collisions between frames in the MAC level protocol[2].

      IEEE802.11 describes distributed coordination function (DCF) and point coordination function (PCF) of the MAC protocol. Especially in DCF, several techniques are used to prevent collision when multiple nodes try to access the medium simultaneously. The channel access units are divided into time slots and nodes are allowed to access a channel after expiration of a random back-off timer for the time slot * contention window (CW). Furthermore, because the carrier sensing multiple access with collision avoidance (CSMA/CA) protocol [3] has been adopted, the transmission of a node is deferred if there is a neighbor node that has accessed the channel earlier. In this case, a duration field inserted into the data and control frames is used. Every node participating in the network sets a network allocation vector (NAV) to defer its transmission for the value in the duration field of the detected frame so that it will not interfere with other transmissions. This NAV feature prevents collisions between the frames of different nodes. However, this method has a drawback. It occurs in one case when using a 4-way handshake with request to send (RTS) and clear to send (CTS) as described in DCF. If a CTS frame is sent as a response to RTS, the medium occupation efficiency of surrounding nodes may decrease due to the NAV that has been set unnecessarily. Even if a CTS frame for RTS has been sent from the destination node, both data exchange and medium access attempts may not be carried out because the CTS frame is not successfully transmitted due to transient link noise. In this case, the surrounding nodes of the source and destination nodes can also decrease the medium occupation efficiency due to the preset NAV.

      Therefore, we studied the mac protocol that is improve the channel efficiency by resolving the abovementioned case. The proposed protocol resets the NAVs of related neighbor when the corresponding transmission is broken. From this method, the channel utilization of overall network can be improved. This method has been confirmed through experiments using ordinarily applied network simulator(NS2). Simulation results have shown improved performances such as lower network delay and higher throughput compared to the existing IEEE802.11 MAC protocol and related studies.

      The remaining part of this paper is organized as follows. First, background knowledge and related research are described, and then the core method of this study is detailed. Finally, the performance of the proposed method is evaluated through simulation and conclusions are presented.

    

    

  
    
      Ⅱ. Background and Related Work
      IEEE802.11 wastes the transmission medium due to the NAV settings of surrounding nodes when the source node loses the CTS frame from the destination node. If only the source node fails to receive the CTS frame due to transient noise of the channel or other reasons, the surrounding nodes do not try to occupy the medium quickly because they think that the medium is already occupied. Thus, the probability that the source node that has lost the prior CTS frame will make the next attempt to send data increases, and the medium occupation time of surrounding nodes is further delayed. Fig. 1 below illustrates this.

      
        
        

        Fig. 1. 
				
        

        
          Delay when source node (A) loses CTS
        
        

        

      

      The source node A sends a RTS for data transmission to the destination node B. Upon receiving the RTS, node B sends a CTS reply to A. However, A fails to receive the CTS from B due to channel noise between A and B or for other reasons. In this case, nodes C and D set their NAV value and defer transmission because they successfully received (overheard) the CTS. Not knowing this, node A restarts the RTS retransmission mechanism in line with the expiration of its CTS timer. Consequently, nodes C and D cannot attempt to send data even if they can occupy the channel, and node A occupies the channel again. At this time, the RTS retransmission back-off timer of A is reset to double the CW value that had been set in the first transmission timer. Hence, it is likely that medium idleness will worsen.

      Several studies have been conducted to solve the aforementioned problem[3]. Most of these studies are based on the method of setting one’s own timer so that the nodes will attempt to occupy a medium if the medium is idle for a specific period of time[4]. In particular, in a study[5], an additional frame (MRTS) is broadcast to enable the occupation of the medium by surrounding nodes if the source node loses a CTS and fails to send data[6]. The efficiency of medium occupation is improved by making any node among the surrounding nodes that have received the additional frame and wishes to occupy the medium eligible to exchange data immediately. However, one drawback of this MAC protocol is that the node must obtain specific routing information from the upper-level network layer[7].

      The problem can cause greater waste in an infrastructure where multiple mobile nodes are connected to one Access Point (AP). Because every node wants to communicate with the AP, when the duration in which they cannot communicate with the AP increases due to the AP already being occupied, all the nodes in the basic service set (BSS) must defer communication. In this study, therefore, a MAC protocol to solve this problem is proposed, and the proposed protocol has been simulated in an infrastructure network to evaluate its performance.

    

    

  
    
      Ⅲ. Proposed MAC Protocol
      In this study, a MAC protocol that resets the NAVs of surrounding nodes to zero when the CTS frame of 801.11 is lost is proposed. The goal of this protocol is to improve the total throughput of the network by redistributing a high probability of medium occupation given to a specific node to other nodes by resetting the NAV.

      The process of source node A preparing for data retransmission immediately after the expiration of its own CTS timer in the situation discussed in Fig. 1 is identical. However, immediately before preparing for data retransmission, node A broadcasts a BNACK frame that releases the NAV to surrounding nodes. Upon receiving this frame, the surrounding nodes recognize that source node A failed to receive the CTS and attempt medium occupation that has been deferred. The possibility of occupying the medium by surrounding nodes increases because the timer range of the RTS retransmission of node A is larger than the range of the first retransmission timer. This process increases the throughput of the channel that could otherwise be wasted, which is identical to the proposal by[8].

      The protocol proposed in this study has improved an additional problem that may occur. Although the network throughput could be increased by the release of NAV by BNACK, it has the drawback of interfering with the data exchange between nodes that are unrelated to the communication due to the indiscriminately released NAV. In other words, resetting the NAVs of nodes that have set their NAVs for data exchange between E and F, instead of between A and B, can interfere with the communication between E and F. Therefore, in the protocol proposed in this study, the surrounding nodes memorize the address of the node that set their NAV and only reset their NAV if the address of the node sending BNACK is identical to the address that they have memorized. Fig. 2 illustrates this.

      
        
        

        Fig. 2. 
				
        

        
          If the source node (A) loses CTS, BNACK to reset the NAV is broadcast. However, node E does not release its NAV because its NAV was not set by A.
        
        

        

      

      The situation where node A fails to receive the CTS reply to the RTS sent from node A is identical to Fig. 1. As described in the proposed protocol, node A broadcasts BNACK indicating that it failed to receive CTS and the NAV of node C is reset. After that, node A and C compete fairly in their attempt to occupy the medium, and C succeeds in occupying the medium in the figure. In this case, node E does not reset its NAV to zero even if it received the BNACK from node A because its NAV was not originally set by node A.

      Fig. 3 shows the frame structure of BNACK. The duration field for NAV is set to zero, the receiver address is set in the broadcast header, and the node’s own address is set in the sender address. Therefore, the surrounding nodes receiving this frame can modify their NAV value by referring to the sender address. The surrounding nodes have to save the sender field of the RTS frame and the receiver field of the CTS frame for comparison with the address field of BNACK. This requires additional memory, but it is not a burden because its size is only six bytes.

      
        
        

        Fig. 3 
				
        

        
          Frame structure of BNACK. The receiver address is set in broadcast and the node’s own address is set in the sender address
        
        

        

      

    

    

  
    
      Ⅳ. Performance Verification
      To verify the performance of the proposed MAC protocol, the network simulation tool NS2 (version 2.32)[9] was used. The simulation settings used in this experiment are as follows. The routing of each node was fixed as static and the agent of a data packet as UDL/NULL for transmission/reception, respectively, the interval of the data packets is 0.01 sec, and the data packet size is 1,052 bytes. Therefore every node in the network continuously transmits the data to the other. We have was measure the performances of legacy MAC(IEEE802.11) and the previous protocols of [8] for comparison. We had modified the MAC protocol of NS2 program.

      In this study, the experiment was performed using two scenarios. In the first scenario, one node was randomly moved to cause an error in a fullyconnected network, as shown in Fig. 4. From the missing CTS, the network utilization of node 2 and 3 could be reduced. The proposed protocol can improved the network performance in this situation. The average throughput of the network during a specified simulation time is shown in Fig. 5.

      
        
        

        Fig. 4. 
				
        

        
          First scenario
        
        

        

      

      As shown in Fig. 5, the proposed method achieved a higher throughput than that of the legacy IEEE802.11 protocol. The proposed protocol has a throughput of 103.9kb/s , which is about 9.6% higher than legacy protocol of 94.8kb/s. Furthermore, as the simulation time increased, the difference between the two protocols gradually increased.

      
        
        

        Fig. 5. 
				
        

        
          Average throughput (Legacy and Proposed Methods)
        
        

        

      

      In the second scenario, a total of nine nodes were deployed and one node was set as an AP so that the data generated in the other eight nodes would be concentrated on one node. In other words, the nodes were deployed in a network infrastructure setting for the experiment.

      Therefore, this scenario gets the competition worse between node in network. In this case, transmission delay could be getting worse when the AP miss CTSs. We want to show you the improvement of performance in the missing CTS case. The results of this experiment, which was carried out for 100 seconds in total, are shown in Figs. 6 and 7.

      
        
        

        Fig. 6. 
				
        

        
          Average delay (sec)
        
        

        

      

      
        
        

        Fig. 7. 
				
        

        
          Average throughput
        
        

        

      

      The average delay and average throughput during the simulations greatly improved compared to the existing IEEE802.11 protocol. The proposed MAC has average delay and throughput of 3ms and 332KB/s, which is improved performance than legacy protocol of 4.4ms and 224KB/s. Furthermore, the performance improved by approximately 5% compared to the experimental results of 32.ms and 312KB/s in [8]. This improvement was the result of not releasing the NAV set of nodes unrelated to the node whose CTS failed

    

    

  
    
      Ⅴ. Conclusion and Future Research
      This study proposed a solution for the problem of lowering the efficiency of medium occupation in the MAC protocol of IEEE802.11. In the case where the source node fails to receive a CTS frame during the CTS time, a frame for resetting the NAVs of specific surrounding nodes is broadcast. Subsequently, the nodes that have deferred medium occupation due to the preset NAV can quickly respond to the network situation and restart making attempts to occupy the medium. The experiments using the NS2 simulator confirmed that the proposed method produced a higher throughput and a lower delay compared to the existing IEEE802.11 MAC protocol and related studies.
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