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Comparative Study on Prediction of Mortality in Heart Failure
Patients using Nine Machine Learning Algorithms

HeeJeong Jasmine Lee*

Abstract

Heart failure(HF) is a medical problem on a global scale, and accurately predicting patient survival is an important 
goal. Classical biostatistical approaches have been previously used to find associations between patients’ characteristics 
and survival. The purpose of this study is to implement machine learning(ML) classification algorithms for predicting 
HF patient mortality using the age-specific risk factor of patients. Nine state-of-the-art machine learning (ML) 
classification algorithms such as Decision Tree(DT), Adaptive boosting(AdaBoost), Logistic Regression(LR), Stochastic 
Gradient(SGD), Random Forest (RF), Light Gradient Boosting (LGBM), Extra Tree Classifier (ETC), Gaussian Naive 
Bayes(GNB) and Support Vector Machine(SVM) have been used to build ML models. The imbalanced target class 
issue is managed by the oversampling technique. We compared the performances of these algorithms on a publicly 
available dataset and found that LGBM achieved the best value of 96.8% accuracy in the prediction of HF patient's 
survival, which has been improved compared to the previous study which reported 92.6%. The improved results 
support the concept of using ML for predicting patient survival.

요  약

심부전(Heart Failure)은 전 세계적으로 사망의 주된 원인이 되고 있으며, 환자의 생존율을 정확하게 예측하

는 것이 중요한 의학적인 문제가 되었다. 기존의 생물 통계학적 접근법은 환자의 특징과 생존 간의 연관성을 

찾는 데 사용되었다. 이 연구에서는 환자의 연령을 주된 위험인자로 인식하여 최신의 기계학습 모델들을 이용

하여 심부전 환자의 사망률을 예측하기 위한 알고리즘을 구현하는데 목표가 있다. 성능 비교를 위해 의사결정 

트리(DT), 에이다 부스트(AdaBoost), 로지스틱 회귀(LR), 확률적 경사하강(SGD), 랜덤 포레스트(RF), 라이트 그

라디언트 부스팅(LGBM), 엑스트라 트리 분류(ETC), 가우시안 나이브 베이즈(GNB) 및 서포트 벡터 머신 

(SVM)과 같은 9개의 알고리즘이 사용되었다. 불균형 대상 클래스는 오버 샘플링 기법으로 관리되었다. 공개된 

데이터 세트를 이용한 사망률 예측 실험에서 알고리즘들의 성능을 비교한 결과 LGBM이 심부전 환자의 생존 

예측에서 96.8%의 정확도를 달성했으며, 이는 92.6%로 보고된 기존 연구에서 발표된 모델에 비해 개선된 것이

다. 개선된 결과는 기계학습을 사용하여 환자 생존율을 예측할 수 있다는 개념을 재확인해준다.
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Ⅰ. Introduction

Heart failure(HF) is a “chronic, progressive 
condition in which the heart muscle is unable to 
pump enough blood to meet the body’s needs for 
blood and oxygen”[1]. It is a disease with great global 
importance affecting tens of millions of people 
worldwide[2]. For instance, in the USA the lifetime 
HF risk ranges from 20% to 45% after 45 years old, 
according to the 2022 annual report by the American 
Heart Association, in conjunction with the National 
Institutes of Health[3]. HF-associated mortality is 
particularly high in developing regions such as Africa. 
The mortality rate is twice of the world average  and 
3.7 times higher than that of South America[4].

Although the methodologies for diagnosing and 
treating HF continue to evolve, survival times for HF 
patients remain several fold lower than those of 
age-matched groups from the general population[5]. 
For example, according to a study of data from the 
GWTG-HF(Get With The Guidelines–Heart Failure), 
among HF patients aged 65 to 69 years, median 
survival was reported to be ≤4.0 years and dropped 
further to ≤3.4 years for 70 to 74 year age groups. 
Median survival dropped even more dramatically to ≤
1 year for the more than 90-year-old age group[6]. 

Since morbidity and mortality related to HF remain 
extremely important for affected patients, their 
families, and society as a whole, accurate prediction 
of these events is a crucial task. Previously, such 
predictions were implemented using classical 
biostatistical approaches.

Biostatistics involves various statistical models and 
tests such as the chi-square test, Pearson correlation 
coefficient, regression techniques(e.g., logistic, Cox), 
and receiver operating characteristic(ROC) curve 
analyses, which were frequently used to solve 
problems in public health. Biostatistics also includes 
methods for data analysis and interpretation from 
biological experiments and clinical trials. 

In addition to biostatistical approaches, machine 
learning(ML) applied to healthcare datasets can be a 
powerful tool not only to recognize the most 
significant features that can lead to certain diseases 
but also to predict the survival rate of each patient, 
often more accurately, than could be achieved 
previously. Although logistic regression and similar 
simple parametric models can be sometimes more 
preferable to healthcare professionals compared to 
more complex ML methods because they are perceived 
to be more easily interpretable, techniques for 
interpreting and visualizing ML model behaviors are 
rapidly improving. ML methods are highly effective 
tools when they are combined with a clear 
understanding of the way to design the data 
pre-processing and the way to interpret the results. 
Therefore, we believe that ML techniques can play an 
important role in improving the cabability to predict 
HF-associated patient mortality outcomes, compared 
with the classical parametric regression methods which 
are widespread in the medical literature.

Specifically in the field of HF mortality prediction, 
Ahmad et al.[7] analyzed a dataset of heart patients 
collected in Pakistan in 2015 and published a case 
study of survival analysis of heart failure patients 
using statistical techniques. Authors concluded that 
age, serum creatinine, high blood pressure, anaemia 
and ejection fraction(EF) are important features that 
contribute to elevated probability of mortality among 
cardiovascular failure patients. The dataset analyzed by 
Ahmad et al.[7] has been made publicly available in 
the FigShare[8] repository in 2017.

Later on, Chicco and Jurman[9] experimented with 
the prediction using ML with only two features(i.e. 
serum creatinine and ejection fraction) in R. The same 
dataset of the newer version was donated to the UCI 
machine learning repository[10]. Recently Ishaq et al. 
[11] used the same dataset to find significant features 
and effective data mining techniques in Python. 
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The result of the study demonstrates that ETC with 
SMOTE achieved 92.6% accuracy. 

Even though previous studies demonstrated 
interesting outcomes by utilizing biostatistics and 
machine learning techniques, there is still room for 
improvement using the same dataset. This study plays 
a role in the following areas:

To build ML models that perform better than 
developed models in previous studies using different 
techniques.

To confirm the major significant features identified 
from the previous studies. Is there any difference 
between R and Python approaches applying statistical 
techniques?

To confirm the feature ranking results using 
Random Forest. Is there any difference compared to 
the previous study?

The remainder of the paper describing the current 
study is prepared as follows: Section II explains the 
previous work of survival analysis of heart failure 
patients using the same dataset. Section III explains 
the dataset and feature ranking. Section IV explains 
outliers, pre-processing and random oversampling. 
Section V presents analysis of the outcome and the 
discussion. Finally, conclusion and future work are 
explained in section VI.

Ⅱ. Related work

As mentioned above, Ahmad et al.[7]  utilized 
conventional biostatistics time-based Cox regression 
and Kaplan–Meier estimator to identify the significant 
predictors of HF patient mortality in 299 Pakistani 
patients, using their medical records. The authors made 
their dataset available on the internet together with 
their outcomes.

Later on Zahid et al.[12]  developed gender-based 
survival prediction models using the same dataset. The 
authors found that the survival prediction model for 
males is notably different from that for females. For 

men, smoking, diabetes and anaemia are significant 
features while ejection fraction, sodium, and platelets 
count are important risk factors for females. In a 
sense, optimal treatments of HF for men and women 
could be different. However, the authors concluded 
that gender as being a risk factor is not really 
correlated with the survival of an individual patient.  

These two aforementioned studies introduced 
interesting outcomes using biostatistics approaches. 
Afterwards, Davide Chicco and Giuseppe Jurman[9]   
used data mining techniques and ML approaches. 
These authors developed models to predict survival in 
the patients and after that to rank the most significant 
features contained in the medical records. However, 
these authors used only two features - ejection fraction 
and serum creatinine – in their ML analysis.

Another research conducted by Ishaq et al.[11] 
analyzed the same dataset to find significant features 
and improved machine learning models using Synthetic 
Minority Oversampling Technique(SMOTE) employed 
in nine classification models. The authors demonstrated 
that the ETC model achieved 92.6% accuracy in the 
prediction of patient survival.

Ⅲ. Dataset and featue ranking

3.1 Dataset

For this study, the heart_failure_clinical_records_ 
dataset.csv[9] was obtained from the UCI machine 
learning repository[13]. The dataset provides the 
medical records of 299 patients who experienced HF. 
The record comprises 194 men and 105 women 
having 13 features. Patients were aged 40-95 years. 
Follow-up time was 4-285days with 130.2days as an 
average. Some features(e.g. anaemina, diabetes, 
high_blood_pressure, sex, smoking and death event) 
are categorical format and others are numerical. Table 
1 gives an overview of the dataset[10]. 
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Table 1. Dataset description
Feature Description Unit Range

age age of the patient years
40-95

anaemia
decrease of red
blood cells or
hemoglobin

boolean
0,1

creatinine
phosphoki
nase

level of the CPK
enzyme in the
blood

mcg/L 23-7861

diabetes
if the patient has
diabetes

boolean
0,1

ejection
fraction

percentage of
blood leaving the
heart at each
contraction

percenta
ge

14-80

high blood
pressure

if the patient has
hypertension

boolean 0,1

platelets
platelets in the
blood

kiloplatel
ets/mL

25,100-
850,000

serum
creatinine

level of serum
creatinine in the

blood
mg/dL 0.5-9.4

serum_sod
ium

level of serum
sodium in the
blood

mEq/L 113-148

sex woman or man binary 0,1

smoking
if the patient
smokes or not

boolean 0,1

time follow-up period days 4-285

death
event

if the patient
deceased during
the follow-up
period

boolean 0,1

Figure 1 presents the data distribution of features. 
The features are clearly not normally distributed. In 
some medical fields, normal distributions are not 
expected. It is not necessary for the distribution in the 
collected data to be normal for the ML analyses 
performed here, however the sample values should be 
compatible with and represent the population. Samples 
from a population where the true distribution is 
normal may not look normally distributed especially 
when the sample size is small[14].

Table 2 explains more details about the data 
distribution. The Shapiro–Wilk test is a normality test 
in statistics[15]. The null hypothesis of the 
Shapiro-Wilk test is that the population data are 
normally distributed[15]. The test result as shown in 
Table 2 produced p-values. They are near 0 for all 
the features, which means that the null hypothesis is 
rejected and all features are non-normally distributed. 
The Shapiro–Wilk test results show that “creatinine 
phosphokinase” and “serum creatinine” are closer to 
the normal distribution, than other features.

The target column to be predicted by ML was the 
death event. The survived patients(i.e. death event = 
0) numbered 203, whilst the deceased patients(i.e. 
death event = 1) numbered 96. 

Fig. 1. Visualization of the distribution of data
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Table 2. Shapiro-wilk tests

Rank Feature p-value
1 Creatinine phosphokinase 7.050e-28
2 Serum creatinine 5.393e-27
3 Smoking 4.582e-26
4 Sex 1.169e-25
5 High blood pressure 1.169e-25
6 Diabetes 5.116e-25
7 Anaemia 6.210e-25
8 Platelets 2.884e-12
9 Serum sodium 9.210e-10
10 Time 6.285e-09
11 Ejection fraction 7.215e-09
12 Age 5.351e-05

3.2 Feature ranking

3.2.1 Biostatistics

To investigate the most significant features we 
followed similar techniques from the previous study 
[3]. The authors excluded follow-up time from the 
dataset because they intended to concentrate on the 
medical features and attempted to find out the 
importance of those medical-related features[9]. These 
results could be misleading because the follow-up 
times for different patients varied greatly. 
Consequently, our study includes a follow-up time 
feature(Time) to find out whether there is any relation 
to the chance of survival of a patient.

Traditional univariate biostatistics such as Pearson 
correlation coefficients(PCC), Shapiro-Wilk, Chi-square 
test and Mann-Whitney U test were applied to 
examine which features have the strongest associations.

The PCC in statistics, is a number that quantifies 
the linear association between two variables X and Y. 
It has a value between +1 and -1, +1 means perfect 
positive linear correlation which Y increases as X 
increases and 0 means no linear correlation and -1 
means perfect negative linear correlation in which Y 
increases as X decreases[17]. Table 3 shows the result 
of feature ranking based on the value of the PCC.

Table 3. Pearson correlation coefficients(PCC)

Rank Feature p-value
1 Serum creatinine 0.294
2 Age 0.254
3 High blood pressure 0.079
4 Anaemia 0.066
5 Creatinine phosphokinase 0.063
6 Diabetes -0.002
7 Sex -0.004
8 Smoking -0.013
9 Platelets -0.049
10 Serum sodium -0.195
11 Ejection fraction -0.269
12 Time -0.527

Table 4. Pearson correlation coefficients abs(PCC)
Rank Feature abs(PCC)
1 Time 0.527
2 Serum creatinine 0.294
3 Ejection fraction 0.269
4 Age 0.254
5 Serum sodium 0.195
6 High blood pressure 0.079
7 Anaemia 0.066
8 Creatinine phosphokinase 0.063
9 Platelets 0.049
10 Smoking 0.013
11 Sex 0.004
12 Diabetes 0.002

To see the stronger tendency, the absolute value 
function has been used to capture both positive and 
negative correlations in the same ranking scale. Table 
4 gives the result of feature ranking based on the 
absolute value of PCC. The feature ranking is the 
same as the previous study except for the feature 
“Time” as this is included in this study. 

The Chi-square test(Chi test or χ2 test) evaluates if 
the relationship between two variables is statistically 
significant. The null hypothesis of the Chi test is that 
there is no relationship between two variables meaning 
they are independent. If the p-value is less than or 
equal to a significant level(e.g. 0.05) then the null 
hypothesis is rejected meaning two variables have a 
significant relationship[18].
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Table 5. Chi squared test

Rank Feature p-value Skewness Kutosis

1
Ejection
fraction

0 0.553 0.021

2 Time 1e-06 0.127 -1.212

3
Serum
creatinine

3e-06 4.434 25.378

4
Serum
sodium

0.010 -1.043 4.031

5 Age 0.015 0.421 -0.202

6
High
blood
pressure

0.214 0.624 -1.611

7 Anaemia 0.307 0.277 -1.923

8
Creatinine
phosphoki
nase

0.432 4.441 24.711

9 Platelets 0.548 1.455 6.086
10 Diabetes 0.927 0.766 -1.413
11 Smoking 0.932 0.332 -1.890
12 Sex 0.956 -0.624 -1.611

In another word, a low p-value implies that the 
two variables have a strong relationship and a high 
p-value cannot determine that the two variables are 
related. The result is the same except bottom 3 
ranking(Table 5). The previous study shows the 
sequence as “Smoking”, “Sex” and Diabetes” after 
“Plates”. This is because the previous study used R 
language and this study has used Python. Some 
models in R are already standardized whereas Python 
does not.

The Mann-Whitney U test(or Mann-Whitney- 
Wilcoxon)[19] evaluates if the medians of the two 
populations are different. The null hypothesis of a 
Mann–Whitney U test is that the two samples have 
the same median meaning that the distributions of the 
two populations are equal. The test has been applied 
to each feature with regard to the death events. A 
low p-value implies that the examined feature is 
strongly related to death event. The results of feature 
ranking(Table 6) are different from the previous study 
(Table 7)[9].

Table 6. Mann–whitney U test

Table 7. Mann–whitney U test

Rank Feature p-value
1 Serum creatinine 0
2 Ejection fraction 0.000001
3 Age 0.000167
4 Serum sodium 0.000293
5 High blood pressure 0.171016
6 Anaemia 0.252970
7 Platelets 0.425559
8 Creatinine phosphokinase 0.684040
9 Smoking 0.828190
10 Sex 0.941292
11 Diabetes 0.973913

The reason for the difference in results can be 
some models in R language standardizes the data as 
default whereas Standard-Scaler or Min-Max scaler 
shall be applied in Python. 

3.2.2 Machine Learning

Similar to the previous study[11][16] Random 
Forest has been used to obtain feature ranking results 
(Figure 3). According to[11], the significant features 
are time, creatinine, ejection fraction and age. 
However, this study discovered ejection fraction, serum 
creatinine, creatinine phosphokinase and serum sodium 
as significant features. 

Rank Feature p-value
1 Age 0
2 Creatinine phosphokinase 0
3 Ejection fraction 0
4 Platelets 0
5 Serum creatinine 0
6 Serum sodium 0
7 Sex 0
8 Time 0
9 Anaemia 0.003
10 Diabetes 0.007
11 High blood pressure 0.218
12 Smoking 0.500
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Fig. 2. Significant features by random forest

IV. Experimental Design

The objective of this study is to build an improved 
survival prediction model using different ML 
techniques which have not been employed in previous 
studies[7][9][11][12]. 

Survival analysis in statistics analyzes the time 
before an event(e.g. death, recovery) occurs[20]. For 
the example death event, survival analysis employs the 
time from the beginning of observation to death for 
each patient. The Cox Proportional-Hazard Model(or 
Cox model) is a simple type of survival analysis, 
which estimates how the features(predictor variables) 
are associated with the hazard function for the 
outcome variable(death event in this case). Risk factors 
affecting the survival rate can be identified through 
the Cox regression analysis[21].  

In the previous study[7] the authors highlighted age 
as the most significant risk factor in the Cox model 
however, the authors used the biostatistics method to 
develop the model instead of using the machine 
learning model. This study builds and evaluates the 
performance of models using the age-specific risk 
factor of patients.

Age feature has 40-95 range. The feature has been 
categorized into two groups. The younger group 
describes patients in the 35-60 range while the older 
group describe patients in 60-100(Figure 3). 

Fig. 3. Age feature engineering

One of the important steps in data preprocessing is 
detecting and handling outliers because the outliers 
may negatively affect the training process of machine 
learning algorithms and lead to lower accuracy. We 
have detected “platelets”, “creatinine phosphokinase” 
and “serum creatinine” have more outliers than other 
features. Outliers were detected and replaced with 
mean values as their data types are numeric.

As the target feature is imbalanced(i.e. 203 patients 
as survived vs 96 as deceased), the random 
oversampling technique has been applied to balance 
the minority class. Random oversampling chooses 
some of the samples from the minority class randomly 
to replace them with multiple copies of the minority 
classes in training data[22]. Otherwise, the imbalance 
might affect the performance of ML algorithms. 

V. Analysis of Outcome

In this section, the model design and outcomes of 



112 Comparative Study on Prediction of Mortality in Heart Failure Patients using 9 Machine Learning Algorithms

all model experiments for the prediction of HF 
patients’ survival are reviewed. The dataset has been 
presented in Table 1. Random oversampling has been 
applied to make the target feature balanced. The 
dataset has been split randomly into 70% for the 
training set and 30% for the testing set. Various 
Machine learning models have been applied to the 
training set. Accuracy, precision, recall and F-score are 
calculated to compare the performance. The 
development and evaluation have been carried out in 
Google Colaboratory and encoded by Python. The 
source code is publicly accessible on GitHub(https:// 
github.com/alwaysapril/prediction-models-for-heart-failure
-patients)

Nine classification models such as DT, AdaBoost, 
LR, SGD, RF, LGBM, ETC, GNB and SVM have 
been employed. These algorithms are appropriate for 
the dataset this study analyzes and they have been 
proven successful in the prediction of survival rates in 
the past[11]. In this study, the Light Gradient 
Boosting Machine(LGBM) has been used instead of 
the GBM algorithm because it is a free and open 
source. Figure 4 provides the overall performance 
analysis of age- based machine learning models with 
random oversampling.

Results showed performance of tree-based 
algorithms(RF, LGBM and ETC) performed better than 
regression-based(LR and SGD) or statistical-based 

(GND and SVM). 
Table 8 shows that LGBM outperformed other 

models with 0.9676 accuracy which has been 
improved compared with ETC algorithms which had a 
0.9262 accuracy in[11]. All figures in accuracy, recall 
and F-score have been improved compared to the 
previous study.

In this study, ML models using the age-specific 
risk factor have been suggested to predict the survival 
of heart failure patients aiming to determine the 
effects of age on prediction of mortality in HF 
patients. Additionally, random forest selected the most 
significant features as ejection fraction, serum 
creatinine, creatinine phosphokinase and serum sodium 
as significant features.

Table 8. Age based survival prediction models with
random oversampling

Models Accuracy Precision Recall F-Score

DT 0.9598 0.97 0.99 0.98
AdaBoo
st

0.8377 0.83 0.99 0.90

LR 0.6930 0.67 0.99 0.80

SGD 0.6539 0.64 0.98 0.76

RF 0.9601 0.96 0.99 0.98

LGBM 0.9676 0.97 0.99 0.98

ETC 0.9507 0.95 0.99 0.97

GNB 0.7496 0.74 0.99 0.84

SVM 0.7880 0.78 0.99 0.87

Fig. 4. Performance of nine classification model
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This study took advantage of past studies. Nine 
classification machine learning models include DT, 
AdaBoost, LR, SGD, RF, LGBM, ETC, GNB and 
SVM. Accuracy results show improvement in all nine 
models. LGBM with random oversampling showed the 
highest result in four evaluation measures and 
achieved 0.9676 accuracy, 0.97 precision, 0.99 recall 
and 0.98 F-Score. Our results show that ML can 
predict the survival of heart failure patients with high 
accuracy. Our findings will be useful for physicians 
and the research approach can be replicated for other 
health related datasets to solve similar health machine 
learning problems.
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