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Abstract

Each memory has its own initialization sequence before proceeding with its normal operation. This sequence must
be performed as a step for the memory to operate normally without errors. In this paper, we propose a memory
controller sequence that automatically performs the initialization sequence of 1Gb LPDDR2(Low Power Double Data
Rate). The memory initialization sequence is divided into three steps: delay time section, memory setting, and timing
calibration. The memory controller calculates the delay, adjusts the initial set value of the memory according to the
user's setting, and writes and reads data of a specific pattern for timing calibration. If these steps are performed
externally, unnecessary time consumption and accurate operation are difficult. By using the memory controller
proposed in this paper, it is possible to proceed with an accurate memory initialization sequence without unnecessary
time consumption.
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| . Introduction

Recently, technology-related research using large-
capacity data or high-resolution image data has been
actively conducted. In addition, technologies for
recognizing and processing a rapidly moving object
are rapidly developing[1]. The technology for
recognizing a moving object requires a low-power,
high-performance memory to recognize a moving
object because fast processing of the memory is
essential. In order for the low-power, high-performance
memory to operate normally, an accurate initialization
sequence must be performed in advance. The
initialization sequence of the 1Gb LPDDR2(Low
Power Double Data Rate 2) memory targeted in this
paper consists of three sections: time delay, memory
register setting, and read timing adjustment[2].

In order to proceed with the time delay step, it is
necessary to calculate a time delay that must elapse
before some signals are transmitted and to execute a
specific operation. In the memory register setting step,
a specific instruction must be transmitted to the
memory according to the user's setting. In the read
timing adjustment step, it is necessary to write and
read data of a specific pattern. If a specific operation
and delay calculation suitable for these steps are
externally performed, unnecessary time is consumed
and it is difficult to proceed with an accurate
initialization sequence. In this paper, the initialization
sequence is performed using the memory controller to
minimize unnecessary time consumption and to
proceed with the correct initialization sequence.

In addition, the PHY modeling that replaces the
role of the PHY that connects the memory and the
memory controller is designed and the test using the
simulation is performed instead of the role of the
PHY. In the case of PHY modeling, the clock
generation, signal transmission delay, and read timing
calibration algorithms that the existing PHYs are
designed to be performed instead are designed and
tested.

The memory controller can only pass signals to the
memory through the PHY[3]. Many signals are
connected between the memory controller and the
PHY, including the signals transmitted to the memory
and the signals for the operation of the PHY.

Table 1 shows the signals connected to the PHY
based on the memory controller. Of the signals in
Table 1, only Rise CA, Fall CA, Clock Enable,
Chip Select, and CIk base are transferred to the
memory, and data and data signals transferred from
the PHY to the memory are additionally generated and

transferred using other signals.

Table 1. Signals connected to the memory controller and
the PHY

Signal port Direction Width
Clk_Base Input 1
Clk_Div Input 1
PLL Locked Input 1
Reset_n Input 1
DQ_Rise_Data Input 32
DQ_Fall_Data Input 32
Logic_Rise_Data Output 32
Logic_Fall_Data Output 32
Rstrobe Output 1
Rise_CA Output 10
Fall_CA Output 10
Clock_Enable Output 1
Chip_Select Output 1
ZQ_Init Output 1
ZQ_Short Output 1
Read_cal_Enable Output 1
Read_Enable Output 1
Write_Enable Output 1

[1. LPDDR2 Memory

The target memory in this paper is FIDELIX's 1Gb
LPDDR2 Memory. The memory can transmit data in
32-bit units and has 8 banks, 512 rows, and 8192
columns. It has signals including CA(Command
Address) for allocating commands to memory as pins.

Table 2 shows the input/output pins of FIDELIX's
1Gb LPDDR2 memory. CK and CK# are a clock for

operating a memory and an inverted clock of the clock.
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Table 2. FIDELIX's 1Gb LPDDR2 memory pin

Signal port Direction
CK, CK# Input
CKE Input
CSt Input
DQO-DQ31 Input / Qutput
D%%gg_gggg# Input / Qutput
CAO0-CA9 Input

The CKE signal is Clock Enable and must remain
HIGH when receiving a clock. CS# is a Chip Select
signal, and it must be kept LOW when transmitting a
command to the corresponding memory. DQO - DQ31
are pins in charge of input/output of data, and DQS
is a signal for input/output of 8§ DQ pins. DQSO is
responsible for DQO0-DQ7, DQSI is for DQ8-DQIS,
DQS2 is for DQI16-DQ23, and DQS3 is for
DQ24-DQ31.

2.1 Memory time delay initialization sequence

In LPDDR2, there is an initialization sequence using
a timing delay before memory operation[4][5]. This step
is necessary because other signals can be connected

after a specific time has elapsed from the moment when

the power is first turned on, and there are signals that
can be connected after a specific signal is input from
the connected signal and time has elapsed. In this step,
the memory controller measures the time delay by
counting the clock using CLK Div. In addition, a
necessary command is transmitted to the memory
together with other signals using the CA signal.

Fig. 1 shows the time delay initialization process of
LPDDR2. As shown in Fig. 1, because the time that
must be satisfied between certain operations is all
different, the memory controller must use clock
counting to calculate the corresponding time delay[6].
In addition, a specific operation must be performed
between time delays, and the output of the signal
must be adjusted. The Memory RESET command
resets the memory using the Memory Register Write
(MRW) command using CA in the memory.

Table 3 shows the MRW Command of LPDDR2
Memory. LPDDR2 uses the MRW instruction to reset
the memory. For Memory Reset, 8'h3F must be given
to MA[7:0], and the memory is reset regardless of
what value is given to OP[7:0]. After the LPDDR2
memory executes the Memory Reset command, the
time delay initialization sequence is completed when

the subsequent time delay is satisfied.

RESET Timing
Power-Up Power-UP CK Stable  CKElow  CKE HIGH Command Initialization
End
[—| 15ms 15ms . 9tcK . 200ns | 200, us 10 us
CK Stable —T—T > > ’
9 tcK X
CKE Low
CKE HIGH
o ) oy
Reset
RESET
Command
Timing
Initialization
End

Fig. 1. Memory time delay initialization
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Table 3. Memory command address(MRW)

Command MRW(Mode Register Write)
Edge Rise edge Fall edge
CAO Low MAG
CA1 Low MA7
CA2 Low OP0
CA3 Low OP1
CA4 MAO OoP2
CA5 MA1 OP3
CA6 MA2 OP4
CA7 MA3 OP5
CA8 MA4 OP6
CA9 MAS5 OP7

2.2 Memory register setting
When the memory's time delay initialization

sequence is complete, you need to set a register in
the LPDDR2 memory using the MRW instruction. The
register initially sets only the values related to the
operation of the memory, and the values set by the
user and the PHY are set in the memory and Long
phase are performed. In the case of the PHY used in
this paper, when executing the ZQ calibration
initialization step of the memory, the ZQ calibration

INIT step must be performed. ZQ calibration INIT in

PHY requires 1152 clocks based on Clk base when
ZQINIT signal is received. The memory controller
must provide the ZQINIT signal for PHY calibration
while delivering the ZQ
command to the memory. In addition, both the time

calibration initialization
required for ZQ calibration initalization in memory
and the time delay for ZQ calibration INIT in PHY
should be calculated. After completing ZQ calibration
initialization, proceed with ZQ calibration Long and
Zero using the same method.

Fig. 2 is a diagram showing the register settings in
progress in memory. LPDDR2 memory requires a ZQ
calibration step[7]. ZQ calibration can be set using the
LPDDR2 memory register with a minimum value of
8'hOA. There are 4 types of ZQ

initialization long, short, and reset. In the memory

calibration

initialization phase, only ZQ calibration initialization.
The ZQ calibration zero step is a step to input the

value of 8h00, which is the default value of the

register. The 127

calculated after the ZQ calibration zero step is the

corresponding clock  counting
clock counting used in the initialization step, and the
maximum value of the time the command is applied

to the LPDDR2 memory is used.

| Tus | | 360 ns | 127 tCK | | 127 tCK | | 127 tCK |
ZQ J‘ 7Q J‘ 7Q J‘ J‘ J- Register
Calibration Calibration Calibration MRW_1 MRW_2 MRW_3 setting
INIT Long Zero end
ZQ Calibration ZQ calibration ZQ Calibration Register _ 1 Register _ 3 Register _ 3

INIT Long Zero

1 us +1152 tCK | 360 ns' 127 tCK‘ l
» >
>

setting

127 tCKﬂ
» »

setting setting

127 tcnﬂ
»

127 tCK

A 4

e[ LI

>

[ ]

CA MRW MRW MRW
(MA=8'h0A) MA=8'h0A) MA=8'h0A)

MRW MRW MRW
(MA=8"h01) (MA=8"h02) (MA=8"h03)
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I

ZQINIT

[

Fig. 2. Memory register setting
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After ZQ Calibration is all completed, use the
MRW instruction to input values to registers 1, 2, and
3 for initial memory setting. Registers 1, 2, 3 of
LPDDR2 set values for basic operation of memory.
Many initial values, including latency in memory and
clock delay for recovery, are set based on the
memory operation clock and user settings.

Talbe 4 is register 1 of LPDDR2 memory. Register
1 sets the values required in the memory write phase.
In this paper, the memory operating frequency is set
to 332MHz as the default, and the default value of
register 1 has 8 Burst Length, Sequential, Wrap, and
6 Write Recovery.

Table 5 is register 2 of LPDDR2 memory. Register
2 sets the required clock delay after memory write/read
commands. When the operating frequency is 332MHz,

the values of 5 RL and 2 WL are initial values.

Table 4. Memory device feature_1(MR)

MR_1 Description
OPO BL(Burst Length)
30010 : 4 BL
OP1 3b011 : 8 BL
3b100 : 16 BL
OoP2

All others : reserved
1’b0 : Sequential

OF3 1’b1 : Interleaved
b0 : Wrap
OP4 1’b1 : No Wrap
WR(Write Recovery)
OP5 3b001 : 3 WR
3b010 : 4 WR
3b011 : 5 WR
OFé 3b100 : 6 WR
3b101 : 7 WR
OP7 3b110 : 8 WR

All other : reserved

Table 5. Memory device feature_2(MR)

MR_2 Description

OFO RL(Read Latency)/ WL(Write Latency)
40001 : 3 RL/ 1 WL

OP1 4b0010 : 4 RL / 2 WL

40011 : 4 RL/ 2 WL

OP2 460100 : 6 RL / 3 WL

40101 : 7 RL /4 WL

4p0110 : 8 RL / 4 WL

OP3

Register 3 of LPDDR2 memory is used to set the
resistance required for I/O configuration, and 48 ohm
is used based on the PHY used in this paper. When
ZQ calibration and register setting are completed using
the MRW instruction, the memory setting step is

completed during memory initialization.

2.3 Memory read timing calibration

Memory read timing calibration is a necessary step
in order to transmit the data to the user without error
from the memory controller when data is read from
the memory. If this step is not performed, even if
normal data is read from memory, normal data cannot
be delivered to the user. In the case of read timing
calibration presented in this paper, it is primarily
performed in the PHY. In the case of read timing
calibration performed in the PHY, the timing of the
DQ used when data is output from the memory and
the DQS connected to the corresponding DQ is
adjusted[8]. Thereafter, data is transmitted to the
memory controller in synchronization with the clock
transmitted to the memory controller[9].

In order to perform read timing calibration in PHY,
a specific pattern must be continuously output from
memory. The memory controller writes a specific
pattern to the memory for PHY read timing calibration
and then operates the memory continuously by timing
successive read commands. At this time, in order to
write a specific data pattern to the memory, the
storage space of the memory is activated based on the
delay between operations of the memory, and the data
is written. The memory controller delivers CA data
for the ACTIVATE and WRITE commands. Based on
the write latency, after the clock delay, the memory
controller delivers the memory data for writing
according to the characteristics of the PHY through
Logic Rise Data and Logic Fall Data. At the same
time, the controller transmits two signals, Write Enable
and Rstrobe, for the data write status of the PHY.
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When writing of a specific data pattern is completed,
data is read using the same sequence. When reading
data, the controller calculates the read latency and
sends successive READ commands so that the data is
read continuously. As in the write phase, two signals,
Read cal Enable and Read Enable, are transmitted to
read data from the PHY and proceed with the
calibration phase. In the PHY, a maximum of 2048
clocks are required for read timing calibration, so the
memory controller must calculate this and continuously
transmit the signal.

After the sequence for PHY read timing calibration is
completed, read timing calibration inside the controller is
performed. The read timing calibration of the memory
controller is a step to match the read timing calculated
based on the READ command and the minimum clock
delay and the actual read timing. This step writes and
reads specific data similar to the step for PHY read
timing calibration. However, since the read timing
calibration of the memory controller is performed based
on the READ command, the data timing is checked
after one READ command. If the two timings do not
match, add a clock delay and thenexecute the READ
command again to correct the finally calculated read
timing and the actual data read timing.

Fig. 3 is a diagram of the read timing calibration
performed in the controller. As shown in the figure,

the calculated read timing, which is the sum of the

different timing

read latency and the latency generated by the internal
logic, and the timing of the data output from the real
memory are mostly different. At this stage, Fig. As in
3, add latency to correct the calculated read timing to
match the actual data read timing. Since the read
timing calibration of the memory controller is
performed for each DQS group, in the case of the
1Gb LPDDR2 memory presented in this paper, a total
of 4 read timing calibrations are performed. When the
read timing calibration is completed 4 times, the
activated memory is
PRECHARGE command to return to the initial state

for normal operation. If the read timing does not

deactivated ~ using  the

match even if latency is continuously added in the
calibration stage of the memory controller, the
memory controller presented in this paper can use an
additional register to input the additional latency of
the corresponding stage to complete the memory
initialization. As the initialization of the memory is
completed in this way, the preparation for the normal

operation of the memory is completed.

[ll. Additional features

In the memory controller presented in this paper, in
addition to the sequence for memory initialization, it
is possible to test the normal operation after the

completion of memory initialization.

same timing

e FULAULTLALULLLETL

CA READ No Operation

READ No Operation

RL(Read Latency) + AL(Additive Latency)

Read Timing P>
(RL + AL)

RL(Read Latency) + AL(Additive Latency)
+ calibration latency

—

Read Timing
(Real data out timing)

Fig. 3. Controller read timing calibration
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After the memory initialization is completed, it is
possible to test whether the information in the normal
memory is read by using the MRR(Mode Register
Read) command to the register containing the basic
information of the memory. In addition, by using the
BIST(Built In Self Test) mode[10], it is possible to
check whether normal data operation is being
performed while writing and reading a pattern of
specific data for each bank.

IV. Board test

The memory controller designed in this paper is
tested using FPGA. For FPGA, a Zynq UltraScale+
FPGA(XCZU2EG-SFVC784)  equipped with  1Gb
LPDDR2 was manufactured and used. When all of the
memory initialization steps presented in this paper are
completed, an initialization completion signal is output,
and the completion of memory initialization is
confirmed by checking the corresponding signal[11].

Fig. 4 is the figure to check the operation by
loading the designed memory controller into the
FPGA. It can be seen that the memory initialization
through the memory controller has been completed

using the board.

Fig. 4. Board test

V. Conclusion

The memory controller presented in this paper
automatically performs the initialization step of the
corresponding memory for normal operation of the
memory. The memory initialization sequence proceeds
by executing a specific instruction after a specific time
has elapsed. The memory controller presented in this
paper proceeds with this sequence by itself, and
checks the timing progress by itself to minimize
unnecessary time lapse. If such a sequence is
performed directly from the outside, a lot of time is
consumed even after a very short time elapses. It
reduces unnecessary time wastage and minimizes errors
that may occur in the initialization stage by
performing the initialization of the memory through
the internal sequence of the controller rather than an
external additional input. In addition, in order to
confirm  the  simulation  stage, the PHY
modeling[12][13] to replace the PHY was designed
and tested. Since the operation of the PHY and the
operation of the PHY modeling was completed in
advance, the error of the digital logic in the actual
design stage can be minimized. Additionally, by
adding a sequence for testing whether the normal
operation of the memory is possible, it is possible to
check and correct errors in advance due to the
abnormal operation of the memory. Based on the
corresponding memory controller, it brings many
advantages from the research and development of
memory controllers for initialization of other memories
in the future[14].
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