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Abstract

Recall-oriented understudy for gisting evaluation (ROUGE) is a prevalent evaluation measure in the field of natural
language processing, especially for text summarization. However, ROUGE's reliability has been continuously debated
because a high ROUGE score does not guarantee a high-quality summary and vice versa. As an empirical study in
the video game review summary, we address that existing state-of-the-art summarization techniques fail in generating
high-quality game review summaries, and ROUGE scores for those summaries are quite problematic. To this end,
game review data are newly collected, and BERT based automatic review summarizations are performed on the
dataset to reconsider ROUGE wuse in video game review summarizations. Especially, we provide an in-depth
discussion between the ROUGE score and the scores of human annotators in terms of game review factors.
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|. Introduction led to many games being released on the market.
When shopping for a game that suits their preferences,

The video games market has risen steeply in 2020 users commonly read game review articles.
compared to the previous years after the advent of Several review articles are available from a wide

COVID-19 pandemic [1]. This rapid growth rate has variety of sources for a given game. However, the
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form and length of these reviews can vary, and
therefore, referring to multiple reviews can incur a
significant time investment.

Several approaches exist for more accurate
automatic text summarization, including extractive and
abstractive approaches, in addition to the use of both
in combination. Recall-oriented understudy for gisting
evaluation (ROUGE)

evaluation metric in text summarization although

[2] is the most popular

several alternatives are introduced. Meanwhile, the
reliability of evaluations using ROUGE scores is
debatable as it is based on recall. Several studies
indicated the limitations of ROUGE and analyzed its
shortcomings [3][4]. The most concerning problem
with ROUGE's is its lack of ability to handle
synonyms and identify terms related to specific topics
or content. Moreover, the symptom becomes worse in
video game review summarization because game users
are very keen on game-related issues, such as sound,
graphics, system, etc.

To investigate the feasibility of ROUGE metric for
game review summarization, the contributions of our
study are three folds:

1) A new game review and summary dataset was
created using automatic crawling with a manual
refinement process.

2) We performed game review summarization with
three different BERT-large-cased models: BERT
(transformer) [5], MatchSum [6], and BertSumExtAbs
[7]), and analyzed them to identify the limits of
the ROUGE score.

3) Comparative analysis between game specific quality
factors and ROUGE scores was performed using
sample reviews selected for five different games.

Il1. Related Work

Game Review Summarization: To perform a
summarization task in the NLP domain, the dataset in
the game field is very scarce. Most text

summarization research studies utilize literary data or

news data available in the public domain. For
literature or news data, the sources used to build data
sets vary but are very limited for games. The
GameWikiSum dataset [8] that utilizes Wikipedia and
game-related sites to build datasets was released
recently. Since game reviews also have similar
properties to other  product reviews [9], clustering
techniques by aspect and sentiment [10] and Double
Propagation (DP) techniques based on aspect [11] have

been studied.

Automatic Summarization: Recently, with the advent
of BERT models, utilize BERT in many NLP fields.
Following this trend, some studies are optimized for
automatic summarization, such as BertSum [7]. The
corresponding work adds [CLS] tokens at the
beginning of the sentence and presents a method that
combines an extractive technique with an abstract. And
using the suggested methods, the results showed high
performance.

RoBERTa [12] models with improved BERT
models are also utilized in the field of automatic
summarization. RoBERTa-based methods are trained in
masked language modeling (MLM). MLM is useful
for NLU (classification, regression, etc.) related tasks;
however, it is inefficient for generation tasks.

More recently, an extractive technique, MatchSum
framework [6] showed excellent performance on CNN/
DailyMail datasets. For the comparison with SOTA
level algorithms, we employ BertSum and MatchSum

models to the field of game review summarization.

[Il. Dataset Construction

To construct a game review/summary dataset, we
performed thorough data collection, game selection,
and review analysis. To this end, game-related review
texts were collected automatically from the review
aggregation website, Metacritic. Through the screening
process, five games were selected out of a total of
5,033 games. Finally, the reviews were narrowed

down based on those containing summary statements
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for the games considered in the study; these reviews
were then included in our final game review/summary
dataset and used in our experiments.

This website offers high reliability in terms of
video game-related data, and its metascore evaluation
index has a considerable influence on game evaluation.
As of March 25, 2020, the site aggregated reviews for
a total of 5,033 games. We collected all reviews—a
total of 278,849 reviews—and each item of the
collected content comprised the game title being
reviewed, author ID, review content, user score, and
date of creation.

Since then, four human annotators have examined
the selected games. Except for games with poor
reviews and games with poor quality reviews, the
game was chosen as games with experience in play
for annotators' smooth evaluation. Finally, about 5,000
datasets were selected from five games. These reviews
were additionally generated by Human Annotators to

store reference summaries as pairs.

3.1 Review collection site

Among the various comprehensive review  sites

currently available, we collected user review
information from Metacritic. This website offers high
reliability in terms of video game-related data, and its
metascore  evaluation index has a considerable
influence on game evaluation. As of March 25, 2020,
the site aggregated reviews for a total of 5,033 games.
We collected all reviews—a total of 278,849 reviews
—and each item of the collected content comprised
the game title being reviewed, author ID, review

content, user score, and date of creation.
3.2 Selection of games
Specific games were selected from all games that

were reviewed, and the datasets were built as in Table

1. The screening criteria are as follows.

1. Metascore of 50 or higher, avoiding games with
significantly low scores.

2. More than 1,000 reviews available, excluding games
with fewer reviews.

3. Quality of the game reviewed is above a certain
level. To ensure that games are limited to a certain
level of quality, 100 reviews per game must be
reviewed manually.

4. Limited to games with knowledgeable reviewers. To
ensure that actual game quality was considered,
only reviews written by reviewers with an experience

of playing the actual game were considered.

Table 1. Selected game lists

Game’s title | Meta score| Total number of reviews
Portal 2 95 1861
BioShock infinite 94 1586
Overwatch 91 1231
Borderlands 3 81 1085
Witcher 3 93 1709

If the game failed the first criteria, the low
recognition and perceived quality resulted in a low
number of user reviews. Fig. 2 shows one of
examples for that. Even for highly recognized games
as shown in Fig. 1, most were unilaterally criticized
while the rest of the reviews included a high amount
of slang, Thus, we excluded these games from the
dataset screening process. The remaining games were
then checked for the overall quality of the reviews
before analysis. For example, Fig. 3 show low-quality
reviews and high-quality reviews, respectively. Through
the quality check process, low-quality reviews were
filtered out. Next, the minimum number of reviews
required to proceed with the selection was believed to
be about 1,000, and therefore, only games with more
than 1,000 reviews were selected.

For example, as in Fig. 1, because it is difficult to
obtain good summarization results when there are
many slang words, special characters, or meaningless

words in the dataset, the third criterion was used to
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investigate the proportion of irrelevant data. After Because writing a relevant game review requires
randomly selecting 100 reviews for each game, the knowledge of the target game, the final criteria limits
quality of the reviews was examined; games that did game selection to those with reviewers that had real
not pass the examiner's evaluation were removed. play experience.
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Fig. 2. Example games with a score of less than 50 points and fewer reviews - Rollercoaster Tycoon 2: Wacky Worlds

There are 13,439 negative reviews out
of a total of 14,094 reviews.
(About 95% of the total)

Many slang terms, unique
elements, or profanity
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Fig. 3. Examples of low—quality reviews and high—-quality reviews

3.3 Review analysis for the selected games

About 1,000 reviews were re-selected for each of
the 5 games selected through the process discussed in
Section B. The reason for selecting around 1,000 data
points is that it is unreasonable to inspect a larger
amount of data manually, and if too few data points
are selected, the amount of data in the dataset is too
limited the

approximately 1000£100. In the selection process, non-

small.  Therefore, we numbers  to
English reviews were excluded, and reviews were
selected based on the number of user endorsements
received. The reason is that the fewer are the number
of user endorsements, the higher is the amount of
profanity or meaningless texts that is part of the
reviews, which makes it difficult to use them as valid

review data.

3.4 Determining whether a summary is present

Reviews containing summary sentences were
selected to use them as training data in machine
learning-based game review summarization. Selection
processes were conducted manually by four annotators
who checked the criteria for each game review and its

summary based on the conditions provided below. The

annotators reviewed each document by cross-verifying
it against these criteria.

1. Whether to re-refer the content in the sentence as
mentioned above

2. If a sentence contains some of the assessment
items

3. If the writer's opinion is included in the sentence

4. Exclude long sentences that cannot be called a
summary

a) Check for Rule 1: The summary was determined
from the perspective of recall, and the assessment
was possible from the same perspective when
comparing with the Recall- based ROUGE.

b) Check for Rule 2: The assessment items
mentioned in Section III.C were used; reviews
that could not be assessed by relatively objective
evaluation were excluded.

¢) Check for Rule 3: The author determined from
the review that the key content he wants to
convey is contained in that sentence, which is
the basis for the summary's fundamental role.

d) Check for Rule 4: Criteria were applied to
exclude sentences in exceptional cases such as
when the text was too short or when the text
was about 1,000 characters long.
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Further, the analysis was performed to add a
summary to the criteria where a particular linking
phrase appeared in the process; however, this was
excluded because it was not suitable as an absolute

indicator.

3.5 Statistic of game review dataset (After
refinements)

In the final version, a total of five games were
selected and utilized first; about 1,000 reviews were
evaluated item-by-item with the criteria provided in
Section 3.4.

Among these approximately 1,000 reviews, a total
of 400 summaries were selected following the filtering
procedure mentioned in Section 3.2. Table 2 shows

the statistics of our game review dataset.

Table 2. Dataset configuration after refinements

T Meta | Total number
Game’s title . Summary
score of reviews
Portal 2 95 1861 137
BioShock infinite A 1586 86
Overwatch 91 1231 28
Borderlands 3 81 1085 56
Witcher 3 93 1709 93
Sum 5220 400

IV. Experiments

4.1 Compared models and settings

We conducted game review summarization using
state-of-the-art pre-trained models (i.e, BERT and
RoBERTa). The collected and refined game review
dataset in Section 3 was used for the experiments.
The dataset was randomly divided into the training set
and testing set in a ratio of 8:2. Using the training
set, the pre-trained models were fine-tuned as our
game review summarization models. The summarization
results were evaluated on the test set using the
ROUGE score. There are several types of ROUGE

scores. In this paper, ROUGE-1, ROUGE-2, and
ROUGE-L, which set scores according to the match
between reference summaries and generated summaries
for one (Unigram), two (Bigram), and N (N-gram),
were used.

For a set of experiments, we performed a
fine-tuning through transfer learning using our game
review dataset based on the pre-trained model, BERT
provided by Google.

In case of the basic BERT model, the BERT-large-
cased model and the transformer model provided by
HuggingFace were used as extractive and abstractive
models, respectively. For the BertSum model, a
pre-trained model was used as a combined extractive
and abstractive model. Finally, the MatchSum model
was used to extract summaries by matching the
contextual representations of the document with the
summaries by utilizing the RoBERTa model, which is
a BERT model pre-trained with CNN/ DailyMail
datasets .

42 Compared models and settings

The experimental results listed in Table 3 confirm
that the overall score was lower than the existing
state-of-the-art score. This result occurred because of
the differences in the dataset. Most existing
state-of-the-art results used standardized news data
such as that from CNN or the Daily Mail. Therefore,
relatively free-form reviews such as game reviews

showed low scores.

Table 3. Experiment result

Model ROUGE-1| ROUGE-2 | ROUGE-L
BERT(Transformer)- %01 05 44 391
Extract
BERT(Transformer)- 2665 530 2500
Abstract
BertSum(ExtAbs) 24.89 13.26 23.17

MatchSum(RoBERTa) | 27.02 10.15 22.31
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In the extractive the

ROUGE score was calculated to be relatively high;

summarization method,

this was attributed to the examiners using a method
similar to the extractive method for generating the
correct summary. In the case of MatchSum using
RoBERT4a, and this showed a score in the mid-20s,
which is similar to the current result values.

Another reason besides the characteristics of the
dataset is that the amount of game review data used
for fine-tuning is small. In terms of fine tuning, the
higher is the similarity of the data, the more effective
are results that can be derived even with a small
amount of data. However, we used game reviews
having very different characteristics from general
newspaper data, and the amount of data used for
learning is small; these reasons may have contributed
to a disparate result compared to those of the
state-of-the-art models.

Most of the ROUGE-2 scores were low except for
Transformer-Extract (BERT). Because the original text
was not well used in the summary due to the

characteristics of Abstractive Summarization. And also

Table 4. Analysis results in sentence units

because the summary of the dataset that we built was
long.

4.3 Case study with summary samples

In the case of BERT (Transformer)-Extract, which
had the highest average ROUGE value among the
results, a high-quality summary sentence corresponding
to the high score was generated as shown below in
the result for (a) in Table 4.

However, there are frequent cases where the score
is rteduced because of the presence of longer
sentences. (b) illustrates a representative example that
includes the keyword “Amazing,” and if you read the
of the extracted

generally favorable for the game. However, the actual

entire  contents sentence, it is
ROUGE score was evaluated for a summary with a
low score of 11.11 based on ROUGE-1.

Among the abstractive techniques, the state-of-the-art
BertSum-based model —BertSumExt Abs—showed a
questionable result. In the case of (c), a summary of

low quality was generated with a low score.

Generated summary \ Reference summary \ ROUGE-1
BERT(Transformer)-Extract
Portal 2 is definitely Valve's best game up to datel | The game is absolutely brilliant. The level design
(a)| The game is absolutely brilliant. The level design is|is a lot better than in portal 1. The graphics are 58.82
a lot better than in portal 1. great and the gameplay is just superb.
This game is amazing. | usually just cling onto
b) Online multiplayer games, but i've literally been|Amazing story, Amazing graphics. Don't loose 1111
playing this game past week none-stop. It's very|out on this game. '
well polished.
BertSum(ExtAbs)
The new gel and laser are really fun to play with The pest game ever (Valve and ngt). Gameplay,
(c) i graphic, soundtrack, story every single thing of 54
the co-op mode is super fun . o
this game it's simply wonderful.
The engaging, mind-bending gameplay of the
The best narrative in video game history is the best|original with a few twists, the same fantastic
(d)|in the video game briliant voice—controlled voice | voice acting, and the best narrative in video 4137
acting and best overall narrative in history game history. Rarely is the medium handled with
such technical and artistic proficiency.
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However, in the case of (d), i.e., in the case of the
score, it is a low- quality summary sentence that
repeats the same content by mentioning “voice” along
with key points and frequently using the word “best.”
This summary received a high score of 41.37.

As a result, in the case of the ROUGE score as
shown in Table 4, when looking at each case, the
quality of the generation summary was better, but the
score was lower. And there were cases where the
quality was bad but the score was high. As such, it
was confirmed that there was a difference between the
ROUGE score and the actual result, and through Case
Study, the difference was compared using human

evaluation in Section 5.
V. Employing Game Review Factors
5.1 Five Quality Factors (QFs)

Like movies’ evaluation elements [13], as the
production value of cut scenes in games is increasing,
graphics and sound have started to weigh in on the
gameplay experience, and therefore, it appears more
consistently in reviews

In addition, the graphics, error, and system criteria

reflect the game's other characteristics. For graphics,

the visual quality of games has developed sufficiently
to be evaluated as art, and related exhibitions have
been held [14]. During our evaluation, we observed
that graphical and visual elements were mentioned
frequently in the reviews, and they were thus added
to our evaluation criteria.

The Error criterion is a prerequisite for playing the
game smoothly. Therefore, to describe user experiences,
it is essential to determine whether it is possible to
play the game smoothly. The system criterion was
added to evaluate special systems in the game and the

technical optimization of the game.

5.2 Rethinking ROUGE with the QFs

To find out existing gaps and similarities between
ROUGE scores and our proposed QFs, we analyzed
five different sample summaries selected from five
different games.

For the analysis, QF scores for each of the original
text, reference summary, and generated summary were
scored through 4 human annotators. Five games in the
data set were evaluated, and Table 5~9 show the results.

In the case of BioShock Infinity (Table 5), because
the story was very important, there were many

mentions about the game’s story itself.

Table 5. (a) Bioshock: Infinite review example - result of BertSum

Original text

Though not as gritty as the previous two installments, Bioshock Infinate still boasts a brilliant
cohesive storyline with well drawn-out characters and a setting that is visually impressive. The
graphics are great, the voice acting is great, the ending is convoluted and confusing but its the
score that helped me get through the game. The score is none-short of amazing. Overall the
game isn't as good as the previous two but it's stil a fantastic game with vast improvements
and a great Al system where the Al actually help you out and not get in the way of thing.

Reference summary
of thing.

Overall the game isn't as good as the previous two but it's stil a fantastic game with vast
improvements and a great Al system where the Al actually help you out and not get in the way

Generated summary

score is none-short of amazing

Though not as gritty as the previous two instalments, bioshock infinate still boasts a brilliant
cohesive storyline with well drawn-out characters and a setting that is visually impressive. the
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Table 5. (b) Bioshock: Infinite review evaluation by human annotator and ROUGE score

Graphic Stroy Sound Error System Sum
Original text 2 25 25 1 35 115
Reference summary 1 1 1 1 35 75
Generated summary 15 2 15 1 1 7
ROUGE-1 ROUGE-2 ROUGE-L
32.88 1.27 2903

Table 6. (a) Borderlands 3 review example - result of BertSum

Original text

Even though Randy is a pedophile, liar and a terrible human being overall, | gotta admit he is
capable of making good games (even though I'm not sure if he engages in the proocess itself or
just supervisor). While the story, humour, characters feel choped in half in quality and
downgraded in scenery, the game stil provides you a good shooter experience and overall feels
like a good time spent.

Reference summary

Conclusion: Borderlands 3 keeps and refines its brilliant gunplay, reinforces class progression and
design and enhances visual art style and presents you good amount of fun content and dozens
guns and gear to loot, just like a good looter-shooter supposed to do. While the story, humour,
characters feel choped in half in quality and downgraded in scenery, the game still provides you a
good shooter experience and overall feels like a good time spent.

Generated summary

Even though randy is a pedophile and a terrible human being overall, he is capable of making
good games.the good: the gunplay is solid, class progression feels satisfying and fun. visual design
is still gorgeous and some characters are nicely written

Table 6. (b) Borderlands 3 review evaluation by human annotator and ROUGE score

Graphic Stroy Sound Error System Sum
Original text 25 4 1 3 45 15
Reference summary 3 25 1 1 4 115
Generated summary 15 15 1 1 35 85
ROUGE-1 ROUGE-2 ROUGE-L
25.86 1.75 13.18

Table 7. (a) Portal 2 review example - result of BertSum

Original text

The singleplayer in Portal 2 was like its predecessor, a very well written story, hilarious moments,
and tricky test chambers. The environment has changed a bit, and new features has been added
to the chambers, for example lasers. If you're decent at solving the puzzles, you'll complete the
game in a matter of hours. What | personally have not tried is the co-op mode, but from what |
take it enriches the game even more. | only detected a few minor glitthes, mostly graphical, but
that was a rarity. | believe Portal 2 is one of the most polished games I've tried this year. |
recommend buying it, especially if you have played Portal 1. I'm giving it a 10 out of 10 for the
story, gameplay, graphics, music and sound..

Reference summary

I'm giving it a 10 out of 10 for the story, gameplay, graphics, music and sound.

Generated summary

The singleplayer in portal 2 was like its predecessor. a very well written story, hilarious moments
and tricky test chambers. new features has been added to the chambers
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Table 7. (b) Portal 2 review evaluation by human annotator and ROUGE score

Graphic Stroy Sound Error System Sum
Original text 2 25 2 25 3 12
Reference summary 2 2 2 1 2 8
Generated summary 1 1 1 1 3 7
ROUGE-1 ROUGE-2 ROUGE-L
9.3 0 9.75

Table 8. (a) Overwatch

review example - result of BertSum

Original text

Overwatch is a game which has a good concept but a bad implementation. Poor map and
mechanics design, poor graphics, a serious lack of writing talent, a featureless matchmaking
system, and the microtransactions added on top are all factors which have contributed to
Overwatch's failure to provide a fun experience. With a single sentence, the closest one can get
to describing the massive . In short, Overwatch is a good game concept with bad game
design. Arbitrary mechanic design, poor map design, poor writing, well-performing yet poor quality
graphics, a barely functional matchmaking system that punishes the player for its failures, and
microtransactions as a rotten cherry on top of an ant-ridden ice cream sundae make it clear to
label this game with the bottom line of: Avoid.

Reference summary

In short, Overwatch is a good game concept with bad game design. Arbitrary mechanic design,
poor map design, poor writing, well-performing yet poor quality graphics, a barely functional
matchmaking system that punishes the player for its failures, and microtransactions is terrible.

Generated summary

Overwatch is a game which has a good concept but a bad implementation. the base design of
the game is both unigue and functional, but where the developers go wrong is in the specifics

Table 8. (b) Overwatch

review evaluation by human annotator and ROUGE score

Graphic Stroy Sound Error System Sum
Original text 4 3 1 1 4 13
Reference summary 2 2 1 1 4 10
Generated summary 1 1 1 1 2 8
ROUGE-1 ROUGE-2 ROUGE-L
43 555 26.67

Table 9. (a) Witcher 3

review example - result of BertSum

Original text

The game is awesome! From the start there is so much to do. Animations for everything have
been improved drastically and the combat feels more fluid than witcher 2. The story is great as
always, every litle sidequest has a story behind it no fetch quest level stuff. So overall | will
take away a point for the graphics/performance being not as good as everyone hoped. TLDR: the
gameplay is intact, controls are good, story is good, sidequests are non fetch quests, performance
is ok for some, not great for others, graphics are good at times other areas a little disappointing
but not enough to deter from gameplay.

Reference summary

The gameplay is intact, controls are good, story is good, sidequests are non fetch quests,
performance is ok for some, not great for others, graphics are good at times other areas a littlle
disappointing but not enough to deter from gameplay.

Generated summary

The game is awesome! from the start there is so much to do<g>animations for everything have
been improved drastically and the combat feels more fluid than witcher 2<g>every little sidequest
has a story behind it no fetch quest level stuff
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Table 9. (b) Witcher 3 review evaluation by human annotator and ROUGE score

Graphic Stroy Sound Error System Sum
Original text 4 3 1 45 135
Reference summary 2 2 1 4 10
Generated summary 1 1 1 35 75
ROUGE-1 ROUGE-2 ROUGE-L
2222 0 857
The personalities of the game characters were References

excellent and the game itself was systematically
excellent; therefore, there were many cases where
system items were described in detail. Reflecting this
fact, both the original text and the reference summary
received a high score for the system item among the
five QFs, but the generated summary received a low
score. This indicates that the generated summary did
not well summarize what was mainly mentioned in the
review. Unlike these results, the ROUGE score
received a high score. Other games also showed
different aspects of QFs evaluation and ROUGE score.
Through this, we confirmed once again that even a
summary with a high ROUGE score could not be

convinced in the field of game review.

VI. Conclusion

ROUGE is mainly used in the fields of text
generation and text summarization. In this study, we
identified that ROUGE metric is not feasible for game
review summarization any more. To this end, we
showed the of ROUGE scores by

measuring the performance of automatically generated

limitations

review summaries using SOTA algorithms. In addition,
we perform a comparative analysis using game review
QFs with five different game reviews.

As our future work, we plan to develop an
automatic text summarization technique that considers
the QFs because it revealed promising pieces of
the limitations of the ROUGE score

can be mitigated by computing QF scores.
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