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Abstract

In this paper, distillation method is used to build neural networks for efficient visual sentiment detector. An 
ensemble of many layers or a single large model are commonly used at training stage to increase the performance. 
Although the delay is not as much as it is for training, a lot of resources are still needed at deployment stage. As a 
result, mobile devices with limited computing power and resources cannot fully deploy those large networks. On the 
other hand, the performance is decreased using small networks for low-powered devices. To tackle this problem, we 
used knowledge distillation method to improve the performance of small networks. Using distillation method, the 
proposed small network can perform as much as VGGNet, which is trained with large number of parameters. The 
distilled model that is trained fast can be used to build an ensemble model and it is expected to contribute to build 
a real-time visual sentiment detector.

요  약

논문에서는 효율적 시각 감정 인식을 위해 지식 추출 방법을 사용하는 신경망 모델을 제안한다. 높은 성능

을 위해 많은 수의 신경망 모델로 앙상블을 구성하거나 대규모의 단일 신경망 모델을 사용하여 대규모 훈련데

이터로 훈련시키는 것은 흔한 일이다. 그러나 이러한 무거운 모델은 학습 단계 만큼은 아니지만 테스트 단계

에서도 많은 자원을 필요로 하기 때문에, 이동식 기기 같은 저성능 장치에서는 사용에 제약을 받으며, 저성능 

장치를 위한 작은 모델은 무거운 모델만큼 성능을 발휘할 수 없다. 이 문제를 해결하기 위하여 본 논문에서는 

지식 추출을 통해 작은 모델의 성능을 개선하였다. 지식 추출 방법을 통해서 제안하는 작은 모델은 무거운 모

델인 VGGNet과 비슷한 성능을 보일 수 있다. 빠르게 학습된 제안 모델은 앙상블 모델에 활용될 수 있으며 실

시간 감정 인식기에도 기여할 것으로 기대된다.
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Ⅰ. Introduction

Automatic assessment of sentiment analysis can be 
applied in many areas[1][2]. For example, an automatic 
tagging system can be constructed if the evoking 
emotion can be detected from an image someone has 
posted to social media. Most of the earlier studies on 
sentiment analysis has made use of textual contents 
[3]-[5]. However, Borth et al.[2] gives an example in 
which the valuable sentiment is conveyed primarily by 
images but texts. Thus, analyzing visual contents such 
as images and videos is an important aspect of 
sentiment analysis research.

Analyzing affective images is more challenging due 
to the different human responses evoked by the same 
stimuli. Previous studies on visual sentiment analysis 
mostly uses deep CNNs[1][6]-[8] due to their success 
in classification tasks since introduced by Krizhevsky 
et al.[9]. Nowadays, there are various types of CNNs, 
such as AlexNet[7], VGGNet[10], ResNet[11], and etc.

However, these large networks have one critical 
problem that they require large storage capacity and 
computing power. Although training and deployment of 
the model have very different objectives, typical neural 
network models use similar models for training stage 
and deployment stage[12]. For example, small networks 
should be utilized for automatic sentiment tagging 
systems because they need to operate in real time. 
However, the performance is decreased when using 
small networks. Therefore, knowledge distillation is a 
promising method to improve the performance of 
small networks that can be deployed with limited 
computing power.

To achieve this goal, we train a small network by 
transferring the knowledge in a large teacher network 
to the target small network. At training stage, the 
teacher network is trained with many layers. The 
teacher network inherits all the layers from ResNet 
[11] model to its second last fully connected layer 
and additional layers are added. Then the teacher 
network is fine-tuned with affective images dataset, 

ArtPhoto[14], that has 8 emotion classes. Once the 
teacher network has been trained, the knowledge is 
transferred from the teacher to the student network. 
The logits from teacher network preserve probabilities 
for each class and their values are greater than 0 and 
less than 1. Logits correspond to soft targets because 
they do not give one true answer like hard targets. 
Therefore, soft targets have more information than 
hard targets. Using this information from soft targets, 
student network can learn faster with less epochs and 
higher learning rate because they reduce the variance 
in the gradient during training. This method is 
originally introduced by Hinton et al.[12] and it is 
called distillation. Inspired by this work, we use 
distillation method, to train a scalable and real time 
visual sentiment detector with affective images. 

This paper is organized as follows:
In section 2, previous methods for visual sentiment 

analysis and distillation methods will be reviewed. 
In section 3, the details about model architecture will 

be explained.
In section 4, the used dataset is described.
In section 5, the comparative results are given.
In section 6, we analyze the results.
In section 7, the final conclusion is made.

Ⅱ. Related Works

2.1 Visual Sentiment Analysis

There are two main approaches for predicting 
sentiments from images. The first method uses 
hand-crafted features[13] and another one uses deep 
learning frameworks[8]. Regarding hand-crafted features, 
a combination of low-level features was defined by 
[14] according to psychology theories. These low-level 
features are composed of color, texture, and 
composition. Later, efforts have been made to find 
more robust features by [15]. Further studies have 
been made to predict personalized emotion perceptions 
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by Zhao et al.[16][17], in which they proposed the 
multi-task hypergraph learning and released IESN 
dataset. They have motivated the following studies of 
subjectivity in visual sentiment analysis by jointly 
considering different emotional aspects such as visual 
content, social context, temporal evolution and location 
influence. 

Recent methods use CNNs to extract emotions from 
images[1][6]-[8]. Adjective Noun Pairs(ANP) are exploited 
by [18] to detect sentiments depicted in images. A 
novel progressive CNN architecture called PCNN is 
used by You et al.[19]. Yang et al.[6] optimized 
retrieval and classification simultaneously by employing 
the multi-task framework. Later, global and local 
information is considered by [1][20] to recognize 
emotions from images. 

2.2 Distillation Method

Distillation method is to transfer knowledge from a 
cumbersome model to a small model[12]. Motivated 
by [21], Hinton et al.[12] introduced a new training 
method called distillation. They used logits, which are 
inputs to the softmax, to train the deployment 
network. They do not use class probabilities output 
from softmax because the values are so close to zero, 
which have little influence on the cross entropy cost 
function during the transfer stage. Thus, logits from 
teacher network are used to learn a small network 
instead of class probabilities output from softmax. By 
matching the logits, the training time is faster because 
the variance of the gradient is smaller between 
training cases[12].

Ⅲ. Methodology

Our efficient visual sentiment detector is trained 
with logits from a large teacher network. The model 
architecture of teacher network and student network is 
shown in Table 1 and Table 2, respectively. 

Table 1. Teacher network architecture

Name Output size Layers
conv1 112 x 112 7x7, 64, stride 2

conv2_x 56 x 56

3 x 3 max pool stride 2
 

× ××  ×
conv3_x 28 x 28


 

× ××  ×
conv4_x 14 x 14


 

× ××  ×
conv5_x 7 x7


 

× ××  ×
1x1 average pool, 8-d fc

Table 2. Student network architecture

Layer(Type) Output size
Conv2D 222 x 222

MaxPooling2D 55 x 55
Conv2D 53 x 53

GlobalAveragePooling2D 128-d
Dense 512-d
Dense 8-d

To fine-tune the teacher network, we use ResNet 
[11] as the backbone network. From the input layer to 
the second last fully connected layer with 2048 units 
are used to build the teacher network. The layer is 
regularized by dropout with 50% and reduced to 8 
dimensions, which is the final teacher network, to 
output the logits. Once the teacher network is trained, 
the student network is trained with the logits from the 
large teacher network to calculate the error rates 
between them.

The student network has two hidden layers and two 
fully connected layers, which is a lot smaller 
compared to the teacher network. 

The overall architecture of matching logits between 
student network and teacher network is shown in 
below Fig. 1.

The first and second hidden layer of the student 
network have 64 and 128 units, respectively.
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Fig. 1. Overall architecture of proposed system. The
student network learns from a large teacher network by

matching its logits to the logtis of its teacher

The first hidden layer is followed by ReLU 
activation and max pooling. The second hidden layer 
is followed by global average pooling and two fully 
connected layers. The last fully connected layer has 8 
nodes. The respective logits are the outputs from the 
last fully connected layer of teacher and student 
network. The temperature of logits is set to 4 because 
it showed highest prediction accuracy. The error rates 
between the logits of the student network and the 
teacher network are calculated as in equation 1

                   (1)

The respective cross-entropy gradient is denoted as 

   for the corresponding logit of the distilled 

model, which is denoted as   . The logits from the 
teacher is denoted as   and the produced soft targets 
are represented with  . The temperature is denoted as 
T. By learning the parameters from the teacher 
network, the small student network can converge 
faster.

Ⅳ. Dataset

ArtPhoto [14] is a public benchmark dataset for 

affective images. The emotion of each image is 
defined by the owner. The images are collected from 
photo sharing sites and the total number of images is 
806. We used this dataset because they are easily 
accessible and can be downloaded from the internet. 
In ArtPhoto, there are eight emotion classes as 
follows: amusement, anger, awe, contentment, disgust, 
excitement, fear, and sad.

Ⅴ. Experiments

Among the dataset, 90% samples are used for 
training and 10% samples are used for testing. The 
teacher network is trained with 30 epochs and the 
batch size is set to 20. We used adam optimizer with 
learning rate 1e-5 for the teacher network. On the 
other hand, the student network is trained with less 
epochs and smaller learning rate of 10 and 1e-3, 
respectively. To compare the accuracy and training 
time with other models, we also show the results of 
VGGNet and AlexNet.

The VGGNet model is enhanced with additional 
layers. The second fully connected layer of VGG16 is 
extracted followed by two fully connected layers. 
Dropout is applied to the first additional layer with 
50%. Then the number of nodes is reduced to 8 
nodes and softmax function is applied. 

Regarding AlexNet, two fully connected layers are 
removed from AlexNet[7] model due to memory 
limitation. Instead, one fully connected layer with 
2000 nodes is added before softmax function. Both 
VGG16 and AlexNet use the same hyperparameter 
settings as the teacher network.

Ⅵ. Results

Below Table 3 shows the respective elapsed time 
of training time for distilled model, teacher model, 
VGGNet and AlexNet model. 

As shown in above Table 3, the training times for 
each temperature value of the proposed model is a lot 
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less than the rest of the models by a significant 
margin.

Table 4 shows the comparative results of the 
accuracy for each model. The accuracy is the rate of 
predicting the correct emotions evoked from test 
images out of 8 emotion classes. The teacher model 
shows the highest accuracy compared to the rest of 
the models. VGGNet shows the next highest accuracy.

However, large networks such as the teacher model 
and VGGNet can not be deployed in mobile devices 
with less storage capacity and limited computing 
power due to their large number of parameters. 
Although there is about 6% decrease in the accuracy 
of the distilled model, it can reach performance as 
much as the VGGNet showing the next highest 
performance. 

Due to the reduced number of parameters, the 
proposed model can predict much faster.

Table 3. Training time of all models. Different training
times of the Distilled model to distill the knowledge in a
Teacher network is given according to different
temperature values.

(unit: seconds)

Temperature
Distilled
model

Teacher
model

VGGNet AlexNet

3 28.21

189.08 76.02 376.38
4 28.42
5 28.61
6 28.68
7 28.42

Table 4. Accuracy (%) of predicting emotions by all
models. Respective accuracy of the Distilled model is
given for different temperature values, where T denotes
the corresponding temperature value.

Distilled
model

Teacher
model

VGGNet AlexNet

# of parameters
in millions

0.146M 23.604M142.471M540.305M

Accuracy

34.5% (T=3)

43.2% 38.3% 23.5%
37.4% (T=4)
35.3% (T=6)
35.3% (T=7)
35.3% (T=8)

The number of parameters of the proposed model 
decreased roughly by 23M (99%) and 142M (99%) 
compared to teacher model and VGGNet, respectively. 
Thus, it is expected to contribute to real-time visual 
sentiment detector.

Ⅶ. Analysis

The distilled model can be deployed in devices 
with limited hardware. In addition, there is less 
latency during prediction due to their less number of 
parameters. Although there is a loss in accuracy 
compared to its teacher model, it shows similar 
performance as much as a large VGGNet. In addition, 
the accuracy is higher roughly by 13% compared to 
the variation of AlexNet without distillation. The 
proposed model is more scalable because it can be 
retrained with different affective images according to 
different user objectives due to the fast retraining 
time. 

However, accuracies of existing models trained by 
directly mapping sentiments to the visual contents is 
not as good as image classification. It is due to the 
gap between low-level visual features and high-level 
emotion concepts. In the literature, this gap is defined 
as affective gap[14]. In the future, we plan to bridge 
this gap to improve the performance of large teacher 
networks.

Ⅷ. Conclusion

In this paper, we propose an efficient visual 
sentiment detector by training a small network with 
distillation methods. Although a large network can be 
well trained to show a good performance in 
classification task, the large computation overhead 
makes it hard to be generalized to different user 
objectives. By utilizing distillation method, the 
deployment model of visual sentiment detector can be 
efficiently trained.
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The performance of efficiently trained visual 
sentiment detector shows similar performance as much 
as the large VGGNet. In addition, the proposed model 
can predict much faster due to its less number of 
parameters. Thus, it is expected to contribute to a 
real-time visual sentiment detector. 

The performance of student network is dependent 
on teacher network. Thus, improving the performance 
of large teacher network can act on the performance 
of small student network. However, when neural 
network models are applied to visual sentiment 
analysis, accuracies are not as good as image 
classification. To improve the performance of neural 
network models for emotion recognition, Yang et al. 
[1] utilized the local information, from which the 
sentiment is evoked. Inspired by this work, we plan to 
improve the performance of large teacher networks by 
giving attention to Region of Interests(ROI) that elicits 
the sentiment as a future work.
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