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Abstract

Recently, deep convolutional neural network achieved excellent performance on computer vision. Deep 
convolutional neural network is renowned for classifying object information precisely, and it also employs simple 
convolutional architecture to reduce the complexity of the layers. VGGNet(VGG network) designed with the concept 
of deep convolutional neural network. The VGGNet achieved enormous performance in classifying large-scale images. 
The network is designed with a stack of small convolution filters that makes the network structure very 
straightforward, but the network has some localization errors. We proposed unique network architecture, PPCNN 
(Pyramid Pooling Convolutional Neural Network), to reduce the localization error and extract high-level feature maps. 
The proposed network is composed of an improved VGGNet and a U-shape feature pyramid network. The network 
introduced to extract and collect small feature information of the object and detect small objects from the source 
image. The proposed approach achieved higher accuracy in localization and detection tasks. 

     
요  약

최근, 심층 컨볼루션 신경망은 컴퓨터 비전에서 뛰어난 성능을 달성했다. 심층 컨볼루션 신경망은 객체 정

보를 정확하게 분류하는 것으로 유명하고 계층의 복잡성을 줄이기 위해 단순한 컨볼루션 구조를 사용하고 있

다. VGGNet은 심층 컨볼루션 신경망의 개념으로 설계되었다. VGGNet은 대규모 이미지 분류에서 엄청난 성

능을 달성했고 일련의 작은 컨볼루션 필터로 네트워크 구조를 매우 단순하게 설계되었지만, 약간의 위치 인식 

오류가 있다. 본 논문에서는 위치 인식 오류를 줄이고 높은 수준의 특징맵을 추출하기 위해 독특한 네트워크 

구조인 피라미드 컨볼루션 신경망(PPCNN)을 제안한다. 제안된 네트워크는 개선된 VGG 네트워크와 U자형 특

징 피라미드 네트워크로 구성되어 있으며, 소스 이미지에서 객체의 작은 특징 정보를 추출 및 수집하고  작은 

객체를 검출하기 위한 네트워크이다. 제안하는 방식은 위치 인식 및 검출 작업에서 더 높은 정확도를 달성했다.
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Ⅰ. Introduction

Detecting small objects is one of the most complex 
tasks in computer vision. Two essential tasks carried 
to eliminate the problem at first improve the detection 
modules recognition process by collecting exact object 
location information with distinguishing objects 
foreground information. After that, predict accurate 
bounding boxes for multi-scale objects to solve the 
localization error. These processes are quite tricky for 
a detector because it has to justify a lot of close and 
positive information. The detector classifies all nearest 
close information of all objects to confirm the exact 
object location with the object class.

Deep neural networks show enormous performance 
in recognizing and detect objects. SSD [1], VGG [2], 
ResNet [3], R-CNN [4], Fast R-CNN [5], Faster 
R-CNN [6], R-FCN [7], and CoS [8], these networks 
are constructed based on deep convolutional neural 
network. These networks use lots of different methods 
to classify and detect objects. These networks are 
constructed with complex convolutional architecture 
that increases the layer computation complexity. An 
improved PPCNN (Pyramid Pooling Convolutional 
Neural Network) architecture is introduced in this 
paper to eliminate the layers' complexity and extract 
high-level feature maps. 

The network constructed with an improved VGGNet 
[9] and u-shape feature pyramid network. The feature 
pyramid network work as a helper network for the 
VGGNet. The FPN (Feature Pyramid Network) [10] 
uses the end-to-end method to extract high-level 
feature maps. The proposed FPN uses the upsampling 
process to collect exact object information. The main 
goal of this paper, improve detection efficiency by 
using fine-grained feature extraction and localization. 
An improved architecture proposed that composed of 
VGG with a feature pyramid network that achieved 
significant performance to detect small objects.

Ⅱ. Related Work

2.1 Overview of FPN

Feature pyramid method applies multi-scale feature 
representation that the core basis of various successful 
computer vision applications. The method examines 
feature information through different feature layers, and 
this property boasts deep learning methods to achieve 
higher accuracy in computer vision tasks. Moreover, 
the network is composed based on deep convolutional 
networks. The deep convolutional structures adopt 
complex convolutional structure for feature extraction 
and classification task.

However, using Deep Convolutional Networks to 
feature representations through featuring images 
imposes a large computation weight. Recent works on 
human pose estimation, image segmentation, and object 
detection [11]-[16] introduce feature connections in 
deep networks that connect internal feature layers in 
different scales to address this issue. The before- 
mentioned methods efficiently improve feature 
representations so that they are semantically strong and 
contain high-resolution feature information.

Recent works have studied how to improve 
multi-scale feature presentations; in [17], extend the 
idea of building more robust feature pyramid 
representations by applying multiple U-shape modules 
subsequent to a backbone model. In [18], combines 
features with different scales and accepts feature at 
each scale through a global attention operation.

Despite the fact that most architecture designs of 
pyramid architecture remain lightweight linked to the 
backbone model. In extension to manually design the 
feature pyramid, in [19], propose to discover the 
associations throughout the gating tool for visual 
counting and dense description predictions. In this 
paper, we introduced pyramidal feature representations 
that use a compound of scalable feature examination 
space, including the neural architecture algorithm to 
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overcome the small object localization and detection 
exploration space of pyramidal architecture.

    
2.2 Structure of FPN

FPN [9] constructed with simple hierarchal 
convolutional pyramid layers. The convolutional layers 
are designed with a stack of simple convolution filters 
that extracts features from low to high levels. To 
construct the FPN network follows two methods, one 
is a bottom-up pathway, and the second one is a 
top-down pathway. These two are connected laterally. 
The output of the backbone network forwardly feeds 
with the bottom-up pathway. It computes a single 
feature hierarchy extract feature maps at several scales 
with step-up. The last layers of the bottom-up 
pathway generally enrich the feature maps. Then the 
output passes to a top-down pathway to compute the 
feature at high resolution by using the upsampling 
process. The upsampling process carries from top to 
down to the network and laterally from the bottom-up 
pathway. It enriches the feature maps with high 
resolution.

Feature pyramid network improves the feature 
quality for the backbone network. It extracts feature 
maps, including a different scale that makes the 
network confident about object classifications for 
classification and detection tasks. Classification 
accuracy is dependent on the feature extraction 
process.

Ⅲ. Proposed Algorithm

3.1 PPCNN

The pyramid pooling network allows multi-scale 
features from different convolutional layers as inputs 
and extracts output feature maps in identical scales, as 
shown in Fig. 1. 

Fig. 1. Proposed architecture of improved feature pyramid
network

The network architecture followed the design by 
VGGNet, which uses the mid-layer in each feature 
layer as the inputs to the first pyramid pooling 
network. The output of each pyramid pooling network 
directly preserves in a fully-connected layer. We use 
as inputs features in 3 different scales {C1, C2, C3} 
with corresponding feature stride of {32, 64, 128} 
pixels. The feature scaling conducts by simply 
applying stride 2 and stride 4 max-pooling.

The input features are then collected from the 
mid-layers and passed to the pyramid pooling network 
consisting of a series of merging cells that include  
upsampling connections. The pyramid network then 
outputs augmented multi-scale feature representations 



32 PPCNN: Object Detection using Fine-grained Feature Extraction and Localization

{M1, M2, M3}. Considering pyramid pooling networks 
comprise feature layers in identical scales, the 
architecture of the FPN can be accumulated repeatedly 
for better efficiency. 

We proposed the improved network architecture 
constructed with VGGNet amidst the U-shape feature 
pyramid network to extract high-level feature maps. 
The feature extraction process of the proposed feature 
pyramid network is shown in Fig. 2. The VGGNet 
uses straight forward architecture to classify objects. 
The VGGNet one of the successful image classifier; it 
performs classification by three fully connected layers. 
The first two fully-connected layers preserve feature 
data; each layer consist of 4096 channels. The third 
fully-connected layer contains 1000 channels that 
classify the objects by comparing them from the 
previous two fully-connected layers.

VGGNet has localization and feature extracting 
issues. To overcome the problem, the improved 
VGGNet architecture introduced among with improved 
feature pyramid network. The improved VGGNet 

architecture layers depth and channels modified to 
improve the detection performance. To rearrange the 
layer depth and channel dimension, we consider the 
computational complexity. Moreover, improved 
architecture designed with ideal frame size and pooling 
size to generate proper frame caption for feature 
extracting network. The proposed feature pyramid 
network uses simple feed-forward convolutional layers 
that can extract multi-scale high-level feature maps for 
the backbone network. The output of conv2 passes 
through the input of the first feature pyramid network 
(PPCNN_1), and the output of conv4 passes to the 
PPCNN_2. The primary feature data passes hierarchy 
through the convolutional filter to upsample the feature 
data to generate high-level feature maps. The 
convolutional layers are bilaterally interconnected with 
each other. The architecture follows the same 
procedure of bottom-up and top-down pathways as 
conventional FPN. It extracts high-quality feature 
maps, and all feature information preserves on FC2 
(fully-connected layer 2). 

Fig. 2. Feature extracting process using proposed PPCNN
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However, the VGGNet continues its convolutional 
process. The improved pyramid pooling convolutional 
neural network look over the source image and 
selectively search for specific object location.


 × 













         (1)

In equation (1), the feature maps of the    
pyramid level represent as  , the height and weight 
of the feature maps is  , and , also, 



denoting the average pooling feature data of the 
PPCNN network.

The proposed VGGNet architecture introduced to 
reduce the training loss and improve the object 
localization performance. The image downsamples 
through 3×3 convolutional filters among stride 2 to 
generating feature maps. The network continues the 
convolutional process and extracts multi-scale feature 
maps through different convolutional layers. These 
features pass to the fully-connected layer for the 
further detection task. After that, the second feature 
pyramid network added with conv4 of the VGGNet to 
collect more high-grade feature data. The second 
pyramid network upsamples this feature information 
and collects the localization task's robust object 
location information. It carried a bottom-up 
convolutional process to upsample the feature data, 
and then the top-down process executes top-down 
process generates final feature maps for the next task.

These two pyramid network connected with the 
fully-connected layer. The fully-connected layer 
preserves the high-level feature maps to classification 
and detection. Predicting objects and generate the 
bounding-box NMS (Non-Maximum Suppression) [20] 
used in the proposed architecture. It examines feature 
data from fully-connected layers by selective search 
and predicts bounding-boxes to locate the exact object. 
To detect the exact object from feature information, it 
continuously searches and generates windows and 
score the windows. Then it checks all windows scores 

and picks the maximum window values to detect the 
object.

    ∗   ∗  
       (2) 

   
  

In eqn. (2), the bounding boxes are predicts by 
examining each grid cell and also considers the class 
probability  . 

Ⅳ. Experiments

To carry the experiment VGGNet used as the 
backbone network and feature pyramid network for the 
feature extractor. The proposed feature pyramid 
pooling network combined with an improved VGGNet. 
Furthermore, it reduces VGGNet localization error and 
improves the feature quality. 

4.1 Experimental Environment

The essential experimental parameters are shown in 
Table 1.

Table 1. Experimental parameters

Experimental parameters Set value
Input size 300×300
Batch size 32
Weight decay 0.0009
Learning rate 0.001

The proposed model is constructed in tensorflow 
backend. The batch size is set to 32, and the learning 
rate sets to 0.001. The network composed of 
lightweight 3×3 convolutional layers carries the main 
roles in this experiment; these convolutional filters are 
used to construct pyramid pooling layers. PASCAL 
VOC 2007 [21] used to train the proposed network 
and evaluate the proposed method performance used 
MS COCO [22] dataset. 
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Ⅴ. Results

The proposed model assumes a unique feature 
learning and extraction method that uses an enhanced 
feature scaling process. The feature extraction model 
examines feature information by using the pyramid 
pooling network to provide the important feature 
information to the detection module to detect the 
objects. 

Detecting small objects is the most difficult and 
challenging task. The experimental results of the 
proposed method shown in Fig. 3. Compare to the 
evaluation result with the conventional network the 
proposed method achieved better detection accuracy in 
the multi-scale detection task. It successfully detected 
multi-scale objects that are remarkable.

The proposed architecture successful in identifying 
small objects from the MS COCO dataset. It conferred 
significant performance to detect multi-scale objects. 
The performance of the proposed method is shown in 
Tables 2, 3, and Table 4.

In Table 2, the evaluation matrics confirm the 
detection accuracy of the individual class. However, to 
perform a more deeply inspection, the proposed 
network was tested with a robust detection module, 

and the proposed model achieved a higher mAP(mean 
Average Precision) in the detection task shown in 
Table 3. Finally, the multi-scale detection test 
performed to check the detection accuracy of the 
specific size of objects (small, medium, and large 
objects), also in this task, the proposed network 
achieved better detection accuracy, shown in Table 4.

Table 2. Detection results on MS COCO dataset

Method
Object
class

mAP
Specific object mAP Average mAP

Proposed
method
(PPCNN)

People 89.4

86.2

Train 83.7
Bicycle 85.2
Car 90.4
Table 83.2
Horse 84.9
Bike 83.7
Airplane 86.2

Table 3. mAP comparison between the proposed network
and different object detectors

Method
Base
network

Input
resolution

FPS Boxes mAP

PPCNN
(Proposed model)

VGG 300×300 13 4163 86.2

R-FCN [7]
ResNet
-101

1000×600 9 300 80.5

ION [23] VGG 1000×600 1.3 4000 79.2

Fig. 3. Experimental results of conventional VGG network and proposed PPCNN (VGG network with u-shape feature
pyramid network) on MS COCO dataset. The top row contains results of the conventional VGG network, and the bottom

row contains the detection results of the proposed network
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Table 4. Multi-scale detection results on MS COCO
evaluation

Method
Average precision, IOU

Average precision,
area

0.5:0.95 0.5 0.75 S M L
Proposed
method

37.2 51.3 39.2 17.2 40.3 51.8

SSD 300 [1] 23.2 41.2 13.4 5.3 23.2 39.6
Faster
R-CNN [6]

21.9 42.7 18.1 4.1 19.6 34.5

ION [23] 33.1 55.7 34.6 14.5 35.5 47.2

Evaluate the multi-scale detection performance; the 
network considers the minimum and maximum IoU for 
exact object localization and detection. However, it is 
crucial to localize small visual contents from the 
low-resolution image, but the proposed network 
showed the enhanced performance to localize small 
objects. 

Ⅵ. Conclusions

In this paper, we build an end-to-end PPCNN 
model for object detection from pyramid pooling 
network sensing images. First, we extract image 
features by VGGNet, increasing the size of receptive 
fields while keeping the feature map's spatial size. 
Then we use an effective pyramid pooling network to 
fuse multi-level information, sighting to get a feature 
map that includes valuable information and inadequate 
target localization information. Subsequent simple 
pyramid pooling modules increase the combination of 
scattered target information and context information at 
distinctive scales. Finally, the detection task is carried 
out by optimizing the feature weighted balance loss, 
which accelerates the model's convergence under the 
premise of ensuring IoU. The network obtained mAP 
of 86.2 on the MS COCO dataset that is better than 
the conventional object detection frameworks. The 
proposed network also achieved enormous performance 
to detect multi-scale objects. The improved feature 
pyramid network architecture achieved high-level 

feature maps and reduced the backbone networks 
localization error.
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