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Abstract

In this paper, we proposed a method for effective classification of eye, nose, and mouth of human face. Most 
recent image classification uses Convolutional Neural Network(CNN). However, the features extracted by CNN are not 
sufficient and the classification effect is not too high. We proposed a new algorithm to improve the classification 
effect. The proposed method can be roughly divided into three parts. First, the Haar feature extraction algorithm is 
used to construct the eye, nose, and mouth dataset of face. The second, the model extracts CNN features of image 
using AlexNet. Finally, Haar-CNN features are extracted by performing convolution after Haar feature extraction. 
After that, CNN features and Haar-CNN features are fused and classify images using softmax. Recognition rate using 
mixed features could be increased about 4% than CNN feature. Experiments have demonstrated the performance of 
the proposed algorithm.

요  약

본 논문에서는 사람 얼굴의 눈, 코, 입을 효과적으로 분류하는 방법을 제안한다. 최근 대부분의 이미지 분류

는 CNN(Convolutional Neural Network)을 이용한다. 그러나 CNN으로 추출한 특징은 충분하지 않아 분류 효과가 

낮은 경우가 있다. 분류 효과를 더 높이기 위해 새로운 알고리즘을 제안한다. 제안하는 방법은 크게 세 부분으

로 나눌 수 있다. 첫 번째는 Haar 특징추출 알고리즘을 사용하여 얼굴의 눈, 코, 입 데이터셑을 구성한다. 두 

번째는 CNN 구조 중 하나인 AlexNet을 사용하여 이미지의 CNN 특징을 추출한다. 마지막으로 Haar 특징 추출 

뒤에 합성(Convolution) 연산을 수행하여 Haar-CNN 특징을 추출한다. 그 후 CNN 특징과 Haar-CNN을 혼합하여 

Softmax를 이용해 분류한다. 혼합한 특징을 사용한 인식률은 기존의 CNN 특징 보다 약 4% 향상되었다. 실험

을 통해 제안하는 방법의 성능을 증명하였다.
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Ⅰ. 서  론

Image processing is a very important technology, it 
can be roughly divided into three parts, such as image 
classification[1], object detection[2], and semantic 
segmentation[3]. In recent years, deep learning has 
been one of the hottest research topics in the field of 
image processing. Before the rise of deep learning, 
machine learning is the most used algorithm in image 
processing. But now in the field of image processing, 
deep learning algorithm is the mainstream algorithm. 
In the deep learning and machine learning[4], neural 
network is very important. The neural network mimics 
the human brain to make the machine perform a 
series of operations autonomously. Perceptron is a 
very important algorithm before the emergence of the 
neural network. We can think of the neural network 
as a further development of the perceptron. 

Image classification is the most basic algorithm in 
image processing. It is used in a variety of tasks. The 
mean of image classification is that computer  
automatically assign images to their respective classes. 
The classification task is a binary classification or a 
multi-class classification. The process of image 
classification involves two steps training system and 
testing system. In the training step, model extracts the 
features of image and form a description for every 
class. In the testing step, the trained model of the 
training step is used to classify the test images. In the 
image processing, features are necessary. Here are 
many kinds of extracted features, it can be divided 
into machine learning features and deep learning 
features. The machine learning features include 
Histogram of Oriented Gradient(HOG)[5], Local Binary 
Pattern(LBP)[6], Haar, Scale Invariant Feature 
Transform(SIFT)[7] and so on. The HOG constructs a 
feature by calculating and counting a gradient direction 
histogram of a local region of the image. LBP is an 
operator used to describe the local texture features of 
an image, it has significant advantages, such as 

rotation invariance and gray invariance. The SIFT 
algorithm obtains good results by finding the interest 
points and their descriptions about scale and 
orientation in a graph and performing image feature 
point matching. Such algorithms require artificial 
manipulation to extract features of the image, and the 
extracted features lack abstract features, and the 
classification results are relatively low. After that, 
Support Vector Machine(SVM)[8], Random Forest and 
Adaboost classifiers use extracted features to make a 
final decision of image classes. SVM construct 
hyperplane in high-dimensional space, which can be 
used for classification[9].    

 Convolutional Neural Network(CNN)[10] mimics 
the human nervous system and enables the computer 
to complete feature extraction autonomously. CNN has 
a huge breakthrough on ILSVR2012 image 
competition, it beat all others models in image 
classification. Now CNN is widely used in image 
processing. Compared with the traditional deep neural 
network, CNN reduced the calculated amount and the 
calculation complexity of the neural network. The 
CNN can be described as convolutional blocks and 
fully connection blocks. A convolutional block includes 
linear filters, non-linear activation function, and local 
pooling operations. The network of fully connection 
block is the traditionary neural network. CNN use the 
hierarchical structure of network to extract feature. 
Then fully connection layers use the extracted features 
to classify the input image. The traditional CNN 
includes LeNet-5[11], AlexNet, Visual Geometry 
Group(VGG)[12], GoogLeNet[13] and so on. LeNet-5 
is the most basic CNN. Alexnet is an 8-layer neural 
network, VGG is a 16-layer neural network, and 
GoogLeNet is a 22-layer neural network. The most 
used networks are AlexNet and VGG.

In this paper, in order to improve the classification 
effect, a new algorithm is proposed. First, Haar 
feature is trained to obtain low-level features of input 
image, then CNN is used to extract Haar-CNN 
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features based on Haar feature. Second, CNN is used 
to extract CNN feature from input image. Finally, the 
model fuse CNN features and Haar-CNN features to 
train softmax classifier, and realize classification task.  
         

Ⅱ. Related Algorithm

2.1 Convolutional Calculation

Weight-sharing network structure of CNN make it 
more similar to the biological neural network, it 
reduces the number of weights. CNN is used to 
extract more abstract features. Convolutional calculation 
and pooling calculation are very important in the 
CNN. The convolutional calculation of CNN is the 
same as the traditional neural network. The input is 
multiplied by the weights. But the weight values of 
the CNN are in the kernel. As shown in the Fig. 1, 
it is the convolutional calculation process of CNN. 
The result can be obtained by multiplying the input 
with weight. For example, the convolutional calculation 
result is (1*2)+(2*0)+(3*1)+(0*0)+(1*1)+(2*2)+(3*1)+ 
(0*0)+(1*2)=15, so the first part is 15. The remaining 
parts get the results by the same calculation method. 
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Fig. 1. Convolution calculation
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Fig. 2. Max pooling operation

The appearance of pooling in CNN further reduces 
the training parameters of the network and further 
increases the speed of operation. There are two main 
pooling methods, average pooling and max pooling. 
Here we use the max poling operation. The 
calculation process is shown in Fig. 2, it extracts the 
largest pixel in the area.

2.2 Haar Feature

Haar features[14][15] are pixel-based rectangular 
patters, we can also call them rectangular features. 
Haar features consist of edge features, linear features, 
center features, and diagonal features. Image can be 
represented using these haar features. A Haar feature 
represents a part of an object. In the Haar feature, it 
has one or two white rectangular areas and one or 
two black rectangular areas. The value of Haar feature 
can be got by the sum of white rectangle pixel minus 
the sum of black rectangle pixel. Haar feature value 
reflects the change in grayscale of the image. For 
example, some features of the face can be described 
simply by rectangular features. Such as, the eye color 
is deeper than the cheek, the color of both sides of 
the nose is deeper than nose, the mouth is deeper 
than the surrounding color. However, rectangular 
features only correspond to some simple graphic 
structures. For example, it is more sensitive to edges 
and line segments. So only specific structures 
(horizontal, vertical, and diagonal) can be described. 
Fig. 3 is Haar feature template.

Fig. 3. Haar feature template

2.3 Integral Image

Haar feature uses an integral graph to calculate 
features values. The main idea of the integral image 



108 A Study of Facial Organs Classification System Based on Fusion of CNN Features and Haar-CNN Features

is to store the sum of the pixels in the rectangular 
region formed from the start point to each point of 
the image as an array element in the memory. When 
you want to calculate the pixel sum of a certain area, 
you can directly index the elements of the array 
without having to recalculate the pixel sum of the 
area, thereby speeding up the calculation. No matter 
how large the computation, integral image can use the 
same time to calculate it, thus greatly improving the 
detection speed.

The formula for calculating the feature value is that 
value=Sum white-Sum black. Fig. 4 is haar feature 
value calculation process using an integral image.

Fig. 4. Process of haar feature value calculation

Haar feature value can be computed using an 
integral image. For an image point A  , the 
integral image at the location    can be defined 
as the sum of pixels on the top and left of   . 
Eq. 1 is the function.    and   are the 
integral image and original image respectively. 
  is the value of the point   . Using the 
recurrences of Eq. 2 and Eq. 3, the integral image 
can be calculated in the original image.

   


≤ 


≤

              (1)

                 (2)

              (3)

where   is the cumulative row sum, 
   and     . In other word, 
  is the integral value of the column.

In the Fig. 4, the feature value of the rectangular 
feature is that the pixel value of the area A minus 
the pixel value of the area B using an integral image. 
The pixel value of area A is ii(5)+ii(1)-ii(2)-ii(4). The 
pixel value of area B is ii(6)+ii(2)-ii(5)-ii(3). So the 
feature value of this rectangular feature is equal to 
ii(5)+ii(1)-ii(2)-ii(4)-[ii(6)+ii(2)-ii(5)-ii(3)]=[Ii(5)-ii(4)]+ 
[ii(3)-ii(2)]-[ii(2)-ii(1)]-[ii(6)-ii(5)]. The feature values 
of a rectangular feature are only related to the 
endpoint of integral graph of the rectangular feature. 
But it has nothing to do with the coordinates of the 
image. 

2.4 AlexNet Neural Network

CNN is one of the representative network structure 
in deep learning, it is widely used in image 
processing. The emergence of AlexNet is the 
beginning of CNN’s rise. The Alexnet Convolutional 
Neural Network achieved the first place in the 
imagenet contest in 2012. So it becomes a research 
hotspot in image processing, more and more scholars 
and experts research on CNN. Fig. 5 is the structure 
of AlexNet.

The number of output of the first CNN layer 
Conv_1 is 98, and the output feature map size is 
55*55. The number of output of the second CNN 
layer Conv_2 is 256, and the output feature map size 
is 27*27.

Fig. 5. Structure of AlexNet
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The number of output of the third CNN layer 
Conv_3 is 384, and the size of the output feature 
map is 13*13. The number of output of the fourth 
CNN layer Conv_4 is 384, and the size of the output 
feature map is 13*13. The number of output of fifth 
CNN layer Conv_5 is 256, and the size of the output 
feature map is 13*13. The number of output of the 
first fully connection layer FC_1 is 4096, and the size 
of the input feature map is 6*6. The number of 
output of the second fully connection layer FC_2 is 
4096. The number of output of the last layer is image 
classes.

Ⅲ. Proposed Algorithm

The proposed algorithm is a fusion algorithm based 

on Haar and CNN algorithm. In the CNN part of this 

paper, we select AlexNet, in classifier part, we choose 

the softmax classifier. Fig. 6 is the operation process 

of proposed algorithm. 

Fig. 6. Framework of proposed algorithm

Now, there are many datasets for image processing, 

but no dataset about eye, nose, and mouth. So here  

we need to use Haar technology to extract the eye, 

nose and mouth images to form a dataset for training. 

Firstly, the existing LFW face dataset is selected, and 

the Haar algorithm is used to detect three target 

images of the eye, nose, and mouth from the face. 

Then they are extracted to form an eye, nose, and 

mouth image dataset. Second, because the fully 

connection network has requirements for the size of 

the input image, the scale of the image is needed to 

convert to 227*227 here. Third, the CNN features and 

Haar features of the image are extracted separately. 

Fourth, in the extracted Haar features, the 

convolutional operation is processed to extract the 

Haar-CNN features of the image. Fifth, a new feature 

set is constructed using the CNN feature and the 

Haar-CNN, and then the new feature set is inputted 

into the softmax classifier for classification. In this 

experiment the used CNN model is the basic AlexNet, 

and the model fuses features at the 5th layer of the 

network.

 Haar feature is a feature that reflects the change 

of image gray level. The Haar algorithm extracts the 

information it considers important from the original 

image. And then CNN calculation is performed on the 

acquired image to extract the Haar-CNN feature. The 

CNN model extracts features directly from the original 

image and uses the extracted features for classification. 

However, the effect of classification is not very good, 

so it is supplemented with Haar-CNN features to 

improve the classification effect.

3.1 Softmax classifier

In a neural network, the most used classifiers are 
SVM and softmax classifiers. In this paper, softmax 
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classifier is selected to carry out the classification 
task. Eq. 4 is the softmax function.

 


 









                          (4)

  is the first i dimension output, N is the number 
of classes. The   is the probability of class i. 
When predicting an image, the class of input image is 
that it has the largest probability. Eq. 5 is the 
function.

   
max                        (5)

Ⅳ. Experimental Results

In order to evaluate the performance of the 
proposed algorithm, the LFW face database is used. 
The dataset has 13233 person face images. But we 
did not use it all, some of them are used. Here we 
use the dataset to get an eye, nose, and mouth 
dataset.  

Table 1 is the experimental environment. Table 2 is 
the introduction of database.

Table 1. Experimental environment

CPU Intel(R) Core(TM) i7-4770@ 3.4GHz
GPU NVIDIA GeForce 980TI
Memory 8GB
OS Windows 10
Development Tools Pycharm
HDD 930GB

Table 2. Introduction of database

Database Image
Size

Number of
image

Train
Image

Test
Image

LFW
Datebase 250*250 13233 2000 150

Eye, Nose,
Mouth Dataset 227*227 ― 6000 450

Fig. 7. Process of Haar calculation

Fig. 8. Integral image of input image

This paper use fusion features of CNN and 
Haar-CNN features to train softmax classifier, finally 
trained model is used to realize the classification task. 
In order to evaluate the effect of the proposed 
algorithm, classification accuracies of three different 
algorithms are compared. The three algorithms are 
proposed algorithm, CNN algorithm, and Haar 
algorithm. In Haar algorithm, an integral image is 
used to calculate the image pixel value. Fig. 7 is the 
process of Haar calculation. Fig. 8 is the integral 
image of an image. 

Table 3. Description of different algorithms

Features Description of features

Haar features
Description of the grayscale variation.
Description of edge features.

CNN features
CNN features extraction.
Abstract features extraction.

Proposed
algorithm
features

The CNN features extraction. Haar-
CNN features extraction. Obtain the
new features by fusing features.

Table 3 is the description of different features, we 
can know the advantage of the proposed algorithm 
features. Fig. 9 is the display of the image’s 
performance ability of different features. 
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Fig. 9. Performance ability of different features

Fig. 10. Object extraction

Fig. 11. Effect of classification using softmax

Fig. 10 is the process of object extraction. Fig. 11 
is the prediction probability of the image using the 
softmax classifier. If the probability of which class is 
the highest, then the image is determined to be this 
class. 

Table 4 is the classification accuracy comparison of 
different algorithm. The effect of the proposed 
algorithm is better than others.

Table 4. Accuracy comparison of different algorithms

Evaluation
index

Mouth
accuracy

Eye
accuracy

Nose
accuracy

Haar(%) 90.0 89.3 88.7
CNN(%) 92.5 93.3 94.0
Proposed
algorithm(%) 97.3 96.0 96.6

Here is a comparative experiment, which selects 
different numbers of images as the training set, and 
the number of images in the test set does not change. 
Here are face image, the model use face images to 
get eye, nose, and mouth dataset. Detecting the 
classification ability of various features. Table 5 is the 
classification ability of different features.

Table 5. Classification accuracy for different number of
training images

Average accuracy of
different algorithm

Number of training images
500 1000 1500 2000

Haar(%) 81.9 85.3 87.4 89.3
CNN(%) 86.2 87.9 90.7 93.5
Proposed
algorithm(%) 92.6 94.1 95.3 96.7

Ⅴ. Conclusions

This paper proposed a classification model of eye, 
mouth, and nose based on the CNN feature and Haar 
feature. Firstly, the mouth, eye, nose images dataset is 
obtained. Secondly, the fusion features are extracted, it 
composes of two parts. one is that AlexNet network 
is used to extract CNN features, the other is that 
Haar algorithm is used to obtain the Haar images, and 
then AlexNet is used to extract Haar-CNN features 
based on Haar images. Finally, a softmax classifier is 
used to classify images. The recognition rate can be 
increased by about 4% by using fusion features than 
using CNN features. There have 3 kinds of features 
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used in this study, they are CNN, Haar, and 
Haar-CNN. Compare with the CNN feature, the Haar 
features are lower-level features. Here Haar features 
are used as input of AlexNet to extract abstract 
Haar-CNN features. AlexNet also is used to extract 
CNN features of images, and then model fuse features 
based on CNN and Haar-CNN features. In the 
experiment, the number of features of images is 
increased, so the classification accuracy of images is 
improved. We can also consider the proposed 
algorithm from another angle. The input images of 
AlexNet can be divided into two parts one is the 
original image, the other one is the Haar feature 
images of the original image. The recognition rate is 
also improved, because of the expansion of the 
training dataset.

Fusion technology is a useful technology to 
improve the network effect. In the future, we will use 
fusion technology in various algorithms to improve the 
performance of the algorithm.
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